ABSTRACT<br>ENGELSONE, ANNA. Direct Transcription Methods in Optimal Control: Theory and Practice. (Under the direction of Stephen Campbell)

In optimal control, as in many other disciplines, individuals developing the theory and those applying it to real life problems do not always see eye to eye. Some results developed by theoreticians have very limited practical value, while other useful results may be unknown to practitioners or incorrectly interpreted. This work aims to bridge the gap between these two groups by presenting theoretical results in a way that will be useful to practitioners. We concentrate specifically on convergence results relating to a class of methods known as direct transcription, where the entire optimal control problem is discretized, in our case using a Runge-Kutta method, to form a nonlinear program.

For unconstrained problems, we present several convergence results, then give an original result that demonstrates that practically designed optimal control software will be unable to attain theoretically possible convergence order in most cases. We present a practical solution to this problem that is currently being implemented in an industrial software package.

In the next chapter, we also prove that many equality constrained problems, including problems unsolvable by other methods, are, for a direct transcription method, equivalent to unconstrained problems, so that convergence results from the previous chapter apply. We provide practical guidelines for regularizing a constrained problem to ensure accurate solution by a direct transcription method.

For inequality constrained problems, we give a detailed overview of different sets of necessary conditions and existing convergence results. We also present a phenomenon we call "virtual boundary arcs", demonstrating the advantage of direct transcription for another class of problems, in this case problems for which a boundary arc is theoretically impossible but the cost structure forces the solution very close to the constraint boundary.
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## Chapter 1

## Definitions

### 1.1 Example of a Control Problem

Optimal control is a discipline that studies the control of dynamic systems, i.e. systems described by differential or difference equations, with the goal of optimizing a certain objective function.

For a small academic example, consider a trolley that travels along a track. Tied to the bottom of the trolley is a rope with a weight at the bottom. The rope can be rolled up and down. We assume a one-dimensional track and a two-dimensional world in which the rope swings back and forth, subject to forces of tension and gravity. (Figure 1.1.) Let us assume that we have direct control over the acceleration of the trolley and the acceleration of the pulley rolling up the rope as the trolley travels from left end of the track to the right end.


Figure 1.1: The Trolley Control System.

Mathematically, we can describe this dynamic system by

$$
\begin{aligned}
x^{\prime \prime}(t) & =-T(t) \sin \theta(t) \\
z^{\prime \prime}(t) & =-T(t) \cos \theta(t) \\
D^{\prime \prime}(t) & =a_{1}(t) \\
R^{\prime \prime}(t) & =a_{2}(t) \\
x(t) & =R(t) \sin \theta(t)+D(t) \\
z(t) & =R(t) \cos \theta(t)
\end{aligned}
$$

where $(x, z)$ are the coordinates of the load, the mass of the load is assumed to be 1 , the mass of the rope is assumed to be negligible and $\theta$ is the angle between the rope and the vertical axis. $T$ is the tension of the rope. $D$ and $R$ are the position of the trolley and the length of the rope, respectively, and $a_{1}, a_{2}$ are the respective accelerations of the trolley and the rope.

Suppose that the trolley driver had direct control over the acceleration of the
trolley and acceleration of the rope, through the gas pedal and the crank, for example. Then $a_{1}$ and $a_{2}$ are the controls of the system.

Suppose that in finite time $\tau$ we wanted to get the trolley as close as possible to the end of the track (point $(1,0)$ ) while keeping the swinging load above the terrain described by function $g(x)$ but no less than 2 meters away from the trolley. Mathematically, this means the addition of two constraints

$$
\begin{aligned}
z(t) & \leq g(x(t)) \\
R(t) & \geq 2
\end{aligned}
$$

and the objective: minimize $(1-D(\tau))^{2}$.
Common sense tells us that even if we are unaware of strict bounds on the maximum allowable acceleration, we should "regularize" the system to disallow infinite acceleration. One way to do this is to modify the objective function, putting small weights on the accelerations of trolley and rope along the entire time interval. Thus the new objective is

$$
\min (1-D(\tau))^{2}+\delta \int_{0}^{\tau} a_{1}(t)^{2}+a_{2}(t)^{2} d t
$$

where $\delta$ is small and positive.
Theoretical control theory results support this common sense logic, requiring the objective function to be positive definite with respect to all controls (see, for example, Table 3.3-1 in [28].)

### 1.2 Standard Form and Alternative Formulations

Once additional differential equations have been added to replace the 2 nd derivatives on the left with 1st derivatives, the trolley problem takes on the form shared by many control problems which appear in applications, namely the form

$$
\begin{align*}
\min & \phi\left(x\left(t_{f}\right)\right)+\int_{t_{0}}^{t_{f}} L(x, y, t) d t  \tag{1.1a}\\
x^{\prime}= & f(x, y, t)  \tag{1.1b}\\
0= & g_{1}(x, y, t)  \tag{1.1c}\\
0 \leq & g_{2}(x, y, t)  \tag{1.1d}\\
x\left(t_{0}\right)= & \zeta  \tag{1.1e}\\
0 & =\psi\left(x\left(t_{f}\right)\right) \tag{1.1f}
\end{align*}
$$

where $x(t): \mathbb{R} \rightarrow \mathbb{R}^{m_{1}}$ are states or differential variables, and $y(t): \mathbb{R} \rightarrow \mathbb{R}^{m_{2}}$ are algebraic variables. The functions $\phi: \mathbb{R}^{m_{1}} \rightarrow \mathbb{R}$ and $L: \mathbb{R}^{m_{1}+m_{2}+1} \rightarrow \mathbb{R}$ determine what is alternately called the cost function, the objective function or the performance index. The differential constraints are determined by $f: \mathbb{R}^{m_{1}+m_{2}+1} \rightarrow \mathbb{R}^{m_{1}}$, the algebraic equality constraints by $g_{1}: \mathbb{R}^{m_{1}+m_{2}+1} \rightarrow \mathbb{R}^{c_{1}}$ and the algebraic inequality constraints by $g_{2}: \mathbb{R}^{m_{1}+m_{2}+1} \rightarrow \mathbb{R}^{c_{2}}$, and boundary conditions determined by $\zeta \in \mathbb{R}^{m_{1}}, \psi: \mathbb{R}^{m_{1}} \rightarrow c_{3}$.

For a problem designed to model a real-life process, the algebraic variables will include the controls, such as the acceleration of the trolley and the crank that winds the rope. They will also include algebraic variables such as the tension in the rope that are not controlled by the trolley driver. But from a mathematical standpoint, a control is any subset of $y$ that determines the solution completely for a particular set of initial conditions.

Notice that a problem with a cost function of the form (1.1a) can be converted into a problem with the cost function $C\left(x\left(t_{f}\right)\right)$, i.e. a problem in the so-called Mayer form, by letting $C=\phi+x_{2}$ where $x_{2}$ is another state defined by

$$
\begin{aligned}
x_{2}^{\prime} & =L(x, u, t) \\
x_{2}(0) & =0
\end{aligned}
$$

Similarly, a problem in which $L, f, g_{1}, g_{2}$ depend explicitly on $t$ can be converted into a problem whose functions depend only on $x$ and $y$ by letting $t$ be another state, $x_{3}$, defined by

$$
\begin{aligned}
x_{3}^{\prime} & =1 \\
x_{3}(0) & =0
\end{aligned}
$$

So the problem (1.1a) is equivalent to a problem of the form

$$
\begin{align*}
\min & C\left(x\left(t_{f}\right)\right)  \tag{1.2a}\\
x^{\prime} & =f(x, y)  \tag{1.2b}\\
0 & =g_{1}(x, y)  \tag{1.2c}\\
0 & \leq g_{2}(x, y)  \tag{1.2d}\\
x\left(t_{0}\right) & =\zeta  \tag{1.2e}\\
0 & =\psi\left(x\left(t_{f}\right)\right) \tag{1.2f}
\end{align*}
$$

Finally, notice that a problem of the form (1.1a) or (1.2) is equivalent to the same problem but with $t_{0}=0$ and $t_{f}=1$, simply by letting $\bar{t}=t /\left(t_{f}-t_{0}\right)$. The results presented in the main chapters of this work were proved for problems in different forms. To make them easier to read and compare, we have rewritten some of them in a different form so that most results now refer to problems of the form 1.2.

### 1.3 Optimality Conditions

How does one find functions $x$ and $y$ that minimize the cost (1.2a) and also satisfy the differential and algebraic equations (1.2b) - (1.2f)? As with discrete minimization/maximization problems, there are additional equations and inequalities that the optimal solution must satisfy. Combined with (1.2b) - (1.2f), they form a system of
equations that, under certain additional conditions, will uniquely determine a local minimum.

When minimizing a function of one variable with no constraints, a critical point occurs where the derivative of the function is zero. In the presence of constraints, the constraints are adjoined to the cost function with the aid of an adjoint variable to form what is sometimes called the augmented performance index which is then differentiated with respect to all variables. For continuous control problems, the first derivative is replaced by the first variation and the resulting equations are called the Euler-Lagrange Equations also known as first-order optimality conditions or first-order necessary conditions (for optimality).

For constrained problems, the derivation of the first-order optimality conditions is complicated (see Section 4.1) but for unconstrained problems of the form (1.2) the augmented performance index has the form

$$
J=C\left(x\left(t_{f}\right)\right)+\nu^{T} \psi\left(x\left(t_{f}\right)\right)+\int_{t_{0}}^{t_{f}} \lambda^{T}\left(f(x, y)-x^{\prime}\right) d t
$$

and the first-order optimality conditions take the form

$$
\begin{align*}
x^{\prime} & =\nabla_{\lambda} H  \tag{1.3a}\\
\lambda^{\prime} & =-\nabla_{x} H  \tag{1.3b}\\
0 & =\nabla_{u} H  \tag{1.3c}\\
x\left(t_{0}\right) & =\zeta  \tag{1.3d}\\
\lambda\left(t_{f}\right) & =\nabla_{x} C\left(x\left(t_{f}\right)\right)+\nu^{T} \nabla_{x} \psi\left(x\left(t_{f}\right)\right) \tag{1.3e}
\end{align*}
$$

where $H(x, u, \lambda)=\lambda^{T} f(x, u)$ is the Hamiltonian. See [28], Section 3.2 for a detailed derivation.

Just as it is when we minimize a function, a critical point is not necessarily a minimum, and in addition to first order optimality conditions there are 2 nd order
conditions to consider. When minimizing a function of several variables, we are interested in whether its Jacobian is positive-definite. For optimal control problems, this is replaced with conditions such as coercivity (Definition 2.2) written in terms of the solution to a linearized problem or a Ricatti equation. For more information on necessary and sufficient conditions for optimality for different types of problems, see [11].

Suppose that the problem in (1.3) is actually a problem of the form

$$
\begin{align*}
\min & \phi\left(x\left(t_{f}\right)\right)+\int_{t_{0}}^{t_{f}} L(x, y, t) d t  \tag{1.4a}\\
x^{\prime}= & f(x, y, t)  \tag{1.4b}\\
x\left(t_{0}\right)= & \zeta  \tag{1.4c}\\
0 & =\psi\left(x\left(t_{f}\right)\right) \tag{1.4d}
\end{align*}
$$

"in disguise". Then the Hamiltonian takes the form $\lambda_{2} L+\lambda^{T} f$ and we calculate $\lambda_{2}\left(t_{f}\right)=\nabla_{x_{2}} \phi(x)+x_{2}=1$ and $\lambda_{2}^{\prime}=-\nabla_{x_{2}} H=0$ giving us $\lambda_{2}(t)=1$ for all $t$. So for problems of the form (1.4), the first order optimality conditions can be applied without loss of generality to the Hamiltonian defined by $H=L+\lambda^{T} f$.

### 1.4 Methods of Solution

Methods for solving optimal control problems can be divided into two basic categories: direct and indirect methods.

Indirect methods involve solving the boundary value problem (BVP) formed by the first-order optimality conditions. For most problems, this cannot be done analytically, so the equations are discretized in some fashion and solved numerically. For this reason, indirect methods are also sometimes referred to as "optimize then discretize." Currently the most popular methods for solving the BVP formed by
the optimality conditions are so-called gradient algorithms. An overview of these and some of the other methods discussed here can be found in [31].

Direct methods approximate the original problem by a discrete optimization problem, an approach that is sometimes referred to as "discretize then optimize."

Some direct methods rely on techniques such as shooting or multiple shooting, where the equations (1.2b) - (1.2f) are solved for a particular control, usually assumed piecewise constant on a grid. Then the control is adjusted with the goal of making the cost smaller, and the whole process is repeated until a tolerance is met. The advantage of these methods is the relatively small size of the discretized problem, their major drawback is their stability. For a quick overview of shooting and multiple shooting methods see [3], Chapter 3.

In contrast, the class of methods we will call direct transcription methods discretize the entire problem on a grid, normally by using a collocation method based on a numerical integrator. For a problem in Mayer form (1.2) this amounts to discretizing the differential equations to obtain algebraic equations in the variables $x_{i}, y_{i}$, which represent the values of the states and the algebraic variables at the grid points $t_{i}$ and, for higher order discretization methods, also variables $\chi_{i j}, y_{i j}$, which represent the values of states and algebraic variables at the intermediate points. The algebraic constraints and boundary conditions, evaluated at the gridpoints, provide additional constraints for the discretized problem. The resulting problem is a large, sparse nonlinear program (NLP). For an overview of methods for solving large, sparse nonlinear programs that arise from optimal control problems, see [3], Chapters 1 and 2.

Direct transcription methods are well suited to problems where the functions $f, g_{i}$ are "black boxes", since in these cases the formulation of optimality conditions may be difficult or impossible. However, for some inequality constrained problems they are less accurate than indirect methods ([7], Chapter 4). In the main chapters
of this thesis we will present two classes of problems for which direct transcription outperforms other methods, inequality constrained problems that exhibit complicated behavior near the constraint boundary and certain equality constrained problems with high index constraints. But there is one thing that all numerical methods for solving optimal control problems have in common - the need to numerically integrate the differential equation (1.2b).

### 1.5 Convergence and Discretizations

The focus of this thesis is on the convergence properties of direct transcription methods. Most results given here evaluate convergence of a direct transcription method by the maximum difference between the optimal solution for the original problem and the optimal solution to the nonlinear program that is the discretization of the original problem for a particular discretization method and a particular grid. The grid can be uniform, with $N=1 / h$ evenly spaced nodes $h$ units apart. It can be non-uniform, with the distances between nodes given by $h_{i}, i=0, \ldots, N-1$. Because finer grids produce larger problems that take longer to solve, we are interested in the relationship between $h$, the maximum distance between gridpoints, and the error. We say that the error in variable $z$ is order $b$ if there exist $\bar{h}, c>0$ such that

$$
\max _{k}\left\|z_{k}-z^{*}\left(t_{k}\right)\right\| \leq c h^{b}
$$

for all $h<\bar{h}$.
A variety of discretizations exist for approximating differential equations. (For an overview, see [22] and [23]). Many of these are collocation methods, i.e. methods that approximate a function by a piecewise-continuous function or spline. One type of collocation methods, using Radau points, was recently studied in connection with direct transcription by Kameswaran and Biegler (see [26] and [27]), and shown to be
very useful on certain problems. For an overview of different types of discretizations used with direct transcription, see [31], Chapter 6.

Many of the discretizations used by practitioners for solving optimal control problems, both directly and indirectly, belong to the class of so-called classical RungeKutta methods. Some Runge-Kutta methods, like the trapezoid method, which approximates a function by linear splines, are also collocation methods. For our purposes, a Runge-Kutta method is any method characterized by its Butcher array, consisting of parameters $a \in \mathbb{R}^{s \times s}$ and $b, \sigma \in \mathbb{R}^{s}$. A Runge-Kutta method discretizes the differential equations (1.2b) as

$$
\begin{aligned}
x_{i+1} & =x_{i}+h_{i} \sum_{j=1}^{s} b_{j} f\left(\chi_{i j}, y_{i j}\right), \quad i=0, \ldots, N-1 \\
\chi_{i j} & =x_{i}+h_{i} \sum_{k=1}^{s} a_{j k} f\left(\chi_{i k}, y_{i k}\right), \quad i=0, \ldots, N-1, j=1, \ldots, s .
\end{aligned}
$$

So, for the purpose of direct transcription methods, a nonlinear program based on the problem (1.2) obtained with a Runge-Kutta method characterized by $(a, b, \sigma)$ has the form

$$
\begin{align*}
\min & C\left(x_{N}\right)  \tag{1.5a}\\
x_{i+1} & =x_{i}+h_{i} \sum_{j=1}^{s} b_{j} f\left(\chi_{i j}, y_{i j}\right), \quad i=0, \ldots, N-1  \tag{1.5b}\\
\chi_{i j} & =x_{i}+h_{i} \sum_{k=1}^{s} a_{j k} f\left(\chi_{i k}, y_{i k}\right), \quad i=0, \ldots, N-1, j=1, \ldots, s  \tag{1.5c}\\
0 & =g_{1}\left(x_{i}, y_{i}\right)  \tag{1.5d}\\
0 & \leq g_{2}\left(x_{i}, y_{i}\right)  \tag{1.5e}\\
x_{0} & =\zeta  \tag{1.5f}\\
0 & =\psi\left(x_{N}\right) \tag{1.5~g}
\end{align*}
$$

where $t_{i j}=t_{i}+\sigma_{j} h_{i}, t_{i}=\sum_{l=0}^{i-1} h_{l}$, and $0 \leq \sigma_{1} \leq \ldots \leq \sigma_{s} \leq 1$.

Many popular integrators, such as Euler's Method, Trapezoid Method, HermiteSimpson or RK4, are Runge-Kutta methods. However, in practice, these methods are often implemented in a form different from (1.5), out of considerations ranging from time and storage to robustness.

Table 1.1: Order of Runge-Kutta discretization as an integrator.

| Order | Conditions <br> $c_{i}=\sum_{j=1}^{s} a_{i j}$, | $d_{j}=\sum_{i=1}^{s} b_{i} a_{i j}$ |
| :---: | :--- | :--- |
| 1 | $\sum_{i=1}^{s} b_{i}=1$ |  |
| 2 | $\sum_{i=1}^{s} d_{i}=1 / 2$ |  |
| 3 | $\sum_{i=1}^{s} c_{i} d_{i}=1 / 6$, | $\sum_{i=1}^{s} c_{i}^{2} b_{i}=1 / 3$, |
| 4 | $\sum_{i=1}^{s} b_{i} c_{i}^{3}=1 / 4$, | $\sum_{i=1}^{s} \sum_{j=1}^{s} b_{i} c_{i} a_{i j} c_{j}=1 / 8$, |
| $\sum_{i=1}^{s} d_{i} c_{i}^{2}=1 / 12$, | $\sum_{i=1}^{s} \sum_{j=1}^{s} d_{i} a_{i j} c_{j}=1 / 24$, |  |

Runge-Kutta methods are classified as explicit ( $a_{i j}=0$ whenever $j \geq i$ ) and implicit. They are also classified by their order as an integrator (see Table 1.1, which is a copy of [21], Table 2). The order of a method as an integrator is the order of the error between the solution to the differential equation $x^{\prime}=f(t, x, y)$ for a particular smooth function $y$ and the solution to the discretization. As we will see in the following chapters, the order of the error between the optimal solution to the original problem and the optimal solution to the discretized problem is related to the order of the discretization as an integrator, but additional conditions and considerations are
necessary.

### 1.6 Computation

The computational studies presented in this monograph were done using the sparse optimal control code SOCS (see http://www.boeing.com/phantom/socs/) developed at the Boeing company. SOCS is a collection of FORTRAN77 subroutines, suited for solving any optimal control problems with dynamics given by ordinary differential equations, including multiple-phase problems, and problems with righthand sides of dynamics and constraints described by user-defined functions. For more information on SOCS , see [5].

SOCS allows the user to choose the discretization methods to be used as well as the initial grid. Unless told otherwise, SOCS will formulate the discretization on a coarse grid using a lower order method, find the optimal solution and then use various heuristics to refine the grid and/or switch to a higher order discretization method, reformulate the discretization, and repeat. To demonstrate convergence properties, specifically convergence order, we often ask SOCS instead to solve the problem on a particular grid using a particular discretization method and stop. For more information on mesh refinement and stopping criteria for same, see [3], Section 4.7 For a detailed description of the mesh refinement algorithm currently used in SOCS, see [8] and [7].

In the course of our work, we have produced a large number of FORTRAN77 codes that define particular problems and initialize SOCS with specific execution parameters. We have also written a number of Matlab (see http://www.mathworks.com) routines for manipulating and graphing SOCS output. Finally, we used Maple
(http://www.maplesoft.com) for algebraic manipulations in a number of our theoretical results as well as to solve optimal control problems using a number of discretizations not implemented in SOCS. All these codes are available in electronic form at (http://www4.ncsu.edu/~aengels/research/codes).

## Chapter 2

## Unconstrained Problems

### 2.1 Overview

In this chapter we will cover problems of the form

$$
\begin{gather*}
\min C\left(x\left(t_{f}\right)\right)  \tag{2.1a}\\
x^{\prime}=f(x, y)  \tag{2.1b}\\
x\left(t_{0}\right)=\zeta . \tag{2.1c}
\end{gather*}
$$

Many results relating to convergence of direct transcription methods for optimal control problems belong to Hager, Dontchev and Veliov [12, 13, 14, 15, 16, 19, 20, 21]. We follow their lead in making the following two assumptions about the problem (2.1).

DEFINITION 2.1. The problem (2.1) is said to satisfy the smoothness condition if it has a local solution $\left(x^{*}, u^{*}\right)$ which lies in $W^{2, \infty} \times W^{1, \infty}$, where $W^{k, p}$ is the Sobolev space consisting of vector-valued measurable functions $y:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{m_{1}}$ whose $j$ th derivative $y^{(j)}$ lies in $L^{p}$ for all $j=0, \ldots, k$ with the norm

$$
\begin{equation*}
\|y\|_{W^{k, p}}=\sum_{j=0}^{k}\left\|x^{(j)}\right\|_{L^{p}} . \tag{2.2}
\end{equation*}
$$

Moreover, there exists an open set $\Omega \subset \mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$ and $\rho>0$ such that

$$
B_{\rho}\left(x^{*}(t), u^{*}(t)\right) \subset \Omega
$$

for every $t \in\left[t_{0}, t_{f}\right]$, the first two derivatives of $f$ are Lipschitz continuous in $\Omega$, and the first two derivatives of $C$ are Lipschitz continuous in $B_{\rho}\left(x^{*}\left(t_{f}\right)\right)$.

Under the smoothness condition (Definition 2.1), we know that there exists a $\lambda^{*}$ such that $x^{*}, u^{*}, \lambda^{*}$ satisfy the optimality conditions (1.3) with $\psi=0$.

Let

$$
\begin{array}{r}
A(t)=\nabla_{x} f\left(x^{*}(t), y^{*}(t)\right), B(t)=\nabla_{y} f\left(x^{*}(t), y^{*}(t)\right), \\
V=\nabla_{x x}^{2} C\left(x^{*}\left(t_{f}\right)\right), Q_{1}(t)=\nabla_{x x}^{2} H\left(x^{*}(t), y^{*}(t), \lambda^{*}(t)\right), \\
Q_{2}(t)=\nabla_{x x}^{2} H\left(x^{*}(t), y^{*}(t), \lambda^{*}(t)\right), Q_{3}(t)=\nabla_{x x}^{2} H\left(x^{*}(t), y^{*}(t), \lambda^{*}(t)\right) . \tag{2.3c}
\end{array}
$$

Definition 2.2. We say that the problem (2.1) satisfies the coercivity condition if for any $(x, y)$ satisfying

$$
\begin{aligned}
x^{\prime} & =A(t) x+B(t) y \\
x\left(t_{0}\right) & =0
\end{aligned}
$$

there exists $\alpha>0$ such that

$$
x\left(t_{f}\right)^{T} V x\left(t_{f}\right)+\int_{t_{0}}^{t_{f}} x(t)^{T} Q_{1} x(t)+2 x(t)^{T} Q_{3} y(t)+y(t)^{T} Q_{2} y(t) d t \geq \alpha \int_{t_{0}}^{t_{f}} y(t)^{2} d t
$$

Coercivity is related to positivity of the Hessian of $H$ which makes it a type of 2 nd order optimality condition.

In [19], W. Hager proves second order convergence in $y$ for certain explicit RungeKutta methods. Translated into standard Runge-Kutta form, his assumptions take the form:

D1 $a_{j k}=0$ for $k \geq j$

D2 $\rho_{j}=\sum_{k=1}^{s} a_{j k}$ for $j=1, \ldots, s$
D3 $b_{j}>0$ for $j=1, \ldots, s$
D4 $b_{j}=b_{s-j+1}$ for $j=1, \ldots, s$
D5 $\frac{a_{p j}}{a_{s-j+1, s-p+1}}=\frac{b_{j}}{b_{p}}$ for $j=1, \ldots, s-1 ; p=j+1, \ldots, s$.
The assumption (D1) means that the RK is explicit by definition and (D5) imposes no additional restrictions on $a$ and $b$ if $s<3$. If $s=3$ or 4, (D5) imposes only the restriction $\frac{a_{j 1}}{a_{s, s-j+1}}=\frac{b_{1}}{b_{j}}$ for $j=2, \ldots, s-1$.

Hager's result can be interpreted as follows:
Theorem 2.3. If the optimal control problem (2.1) satisfies smoothness (Definition 2.1) and coercivity (Definition 2.2) and its RK discretization is at least 2nd order as an integrator (Table 1.1) and satisfies conditions D.1-D.5 and has a local optimal solution $(x, y)$, then

$$
\max _{k}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\|+\max _{k}\left\|y_{k 1}-y^{*}\left(t_{k}\right)\right\| \leq \operatorname{ch}^{2} .
$$

See Section 2.4.1 for a proof of how Theorem 2.3 follows from the result in [19]. Note that this result proves only second order convergence, even for methods of higher order.

In [14], Dontchev, Hager and Veliov prove second order convergence for 2nd order

Runge-Kutta methods that satisfy the conditions

$$
\begin{align*}
\sum_{i \in N_{l}} b_{i} c_{i} & =\sum_{i \in N_{l}} b_{i} \sigma_{i}  \tag{2.4a}\\
\sum_{i=1}^{s} \sum_{j \in N_{l}} b_{i} a_{i j} & =\sum_{i \in N_{l}} b_{i}\left(1-\sigma_{i}\right)  \tag{2.4b}\\
\sum_{i \in N_{l}} b_{i} & >0 \tag{2.4c}
\end{align*}
$$

for all $l \in[1, s]$ where $N_{i}=\left\{j \in[1, s]: \sigma_{j}=\sigma_{i}\right\}$.
The result, reproduced here as Theorem 2.4, is also applicable to problems with generalized control constraints of the form $y \in U$.

Theorem 2.4. (Adapted from [14]) If the optimal control problem (2.1) satisfies the smoothness and coercivity conditions (Definitions 2.1 and 2.2), and the RungeKutta scheme is 2nd order (see Table 1.1) and satisfies the conditions (2.4), then for all sufficiently small $h=\max h_{k}$, the discretization of (2.1) obtained according to this Runge-Kutta scheme has a strict local minimizer ( $x, y$ ) and an associated adjoint variable $\lambda$ such that, if $\frac{d y^{*}}{d t}$ has bounded variation,

$$
\max _{i=1, \ldots, N, j=1, \ldots, s}\left\|x_{i}-x^{*}\left(t_{i}\right)\right\|+\left\|\lambda_{i}-\lambda^{*}\left(t_{i}\right)\right\|+\left\|y_{i-1, j}-y^{*}\left(t_{i-1, j}\right)\right\| \leq c h^{2}
$$

Of special importance is the result in [21], where Hager derives conditions on the parameters of a Runge-Kutta scheme (see Table 2.1, which is a copy of [21], Table 1) that guarantee high order convergence for the multipliers as well as the states. These conditions are much more general than either (D1)-(D5) or (2.4) and include many of the discretizations used by practitioners. They also guarantee convergence order higher than 2 for some higher order methods. Hager classifies a method that satisfies the additional conditions in Table 2.1 as "order $\kappa$ for optimal control". The Table, which is copied directly from [21], contains conditions for orders up to 4. Later,

Table 2.1: Order of Runge-Kutta discretization for optimal control.

| Order | Conditions <br> $c_{i}=\sum_{j=1}^{s} a_{i j}, \quad d_{j}=\sum_{i=1}^{s} b_{i} a_{i j}$ |  |
| :---: | :--- | :--- |
| 1 | $\sum_{i=1}^{s} b_{i}=1$ |  |
| 2 | $\sum_{i=1}^{s} d_{i}=1 / 2$ |  |
| 3 | $\sum_{i=1}^{s} c_{i} d_{i}=1 / 6, \quad \sum_{i=1}^{s} c_{i}^{2} b_{i}=1 / 3$, | $\sum_{i=1}^{s} d_{i}^{2} / b_{i}=1 / 3$ |
| 4 | $\sum_{i=1}^{s} b_{i} c_{i}^{3}=1 / 4$, | $\sum_{i=1}^{s} \sum_{j=1}^{s} b_{i} c_{i} a_{i j} c_{j}=1 / 8$, |
| $\sum_{i=1}^{s} d_{i} c_{i}^{2}=1 / 12$, | $\sum_{i=1}^{s} \sum_{j=1}^{s} d_{i} a_{i j} c_{j}=1 / 24$, |  |
| $\sum_{i=1}^{s} c_{i} d_{i}^{2} / b_{i}=1 / 12$, |  |  |
| $\sum_{i=1}^{s} \sum_{j=1}^{s} b_{i} c_{i} a_{i j} d_{j} / b_{j}=5 / 24, b_{i}^{2}=1 / 4$, |  |  |
| $\sum_{i=1}^{s} \sum_{j=1}^{s} d_{i} a_{i j} d_{j} / b_{j}=1 / 8$ |  |  |

in [9], Bonnans and Laurent-Varin developed an algorithm that allowed them to derive "order for optimal control" conditions for orders up to 7. Hager's theorem can be stated in the following way:

Theorem 2.5. (Adapted from [21], Theorem 2.1) If the optimal control problem (2.1) satisfies the smoothness and coercivity conditions (Definitions 2.1 and 2.2), and the Runge-Kutta scheme is of order $\kappa$ for optimal control (Table 2.1) with $b_{i}>0$ for each $i$, then for all sufficiently small $h=\max h_{k}$, the discretization of (2.1) obtained according to this Runge-Kutta scheme has a strict local minimizer $(x, y)$ and
an associated adjoint variable $\lambda$ such that, if $\frac{d y^{*}}{d t}$ has bounded variation,

$$
\begin{aligned}
\max _{k=0, \ldots, N}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\| & \leq c h^{\kappa} \\
\max _{k=1, \ldots, N}\left\|y\left(x_{k}, \lambda_{k}\right)-y^{*}\left(t_{k}\right)\right\| & \leq c h^{\kappa} \\
\max _{k=1, \ldots, N}\left\|\lambda_{k}-\lambda^{*}\left(t_{k}\right)\right\| & \leq c h^{\kappa}
\end{aligned}
$$

where $y\left(x_{k}, \lambda_{k}\right)$ is a local minimizer of $H$ corresponding to $\lambda=\lambda_{k}, x=x_{k}$.
Theorem 2.5 is the only theoretical result we have come across that proves higher order convergence for a large class of Runge-Kutta methods which includes the methods implemented in many software packages including SOCS, such as the Trapezoid Method, which has the Butcher array representation

$$
a=\left(\begin{array}{cc}
0 & 0 \\
1 / 2 & 1 / 2
\end{array}\right), b=\binom{1 / 2}{1 / 2}, \sigma=\binom{0}{1}
$$

and the Hermite-Simpson Method, which can be represented by

$$
a=\left(\begin{array}{ccc}
0 & 0 & 0 \\
5 / 24 & 1 / 3 & -1 / 24 \\
1 / 6 & 2 / 3 & 1 / 6
\end{array}\right), b=\left(\begin{array}{c}
1 / 6 \\
2 / 3 \\
1 / 6
\end{array}\right), \sigma=\left(\begin{array}{c}
0 \\
1 / 2 \\
1
\end{array}\right) .
$$

According to Table 2.1, this makes Trapezoid Method order 2 for optimal control and Hermite-Simpson method order 4.

However, notice that Theorem 2.5 only proves high order convergence of states and multipliers. Control convergence is notoriously harder to prove.

Theorems 2.3 and 2.4 establish second order convergence for the control under restrictive conditions that neither Trapezoid nor Hermite-Simpson satisfy. And both [21] and [14] give numerical results demonstrating that for many methods and even for very simple linear problems, the controls are often found to a much lower accuracy than the states and multipliers.

Theorem 2.5 provides a way of post-calculating the controls using the states and multipliers and guarantees that the resulting values are accurate to the same order. This post-calculation procedure would not be hard to implement in SOCS. All one would have to do is use an existing code that implements an unconstrained minimization algorithm such as some variation of Newton's method to find $y$ that minimizes the function $H=\lambda_{k}^{T} f\left(x_{k}, y\right)$ and repeat for every $k$. For problems of reasonable size that satisfy Hager's smoothness and coercivity assumptions this should be both simple and fast.

However, if we tried to do it, we would encounter a big problem: the multiplier estimates produced by SOCS are not as accurate as the discrete multipliers in Theorem 2.5. In the next section, we will demonstrate that this is due to the fact that the theorem assumes a Butcher array implementation whereas SOCS implements more compact variations of popular Runge-Kutta methods such as Trapezoid and Hermite-Simpson. These implementations are mathematically equivalent, so the states and algebraic variables that solve the discretization are the same regardless of implementation, but the multipliers are in fact different.

In particular, for the Trapezoid method (TR), we will show that, for uniform grids, the compressed implementation used in SOCS produces multipliers that are 2nd order accurate at midpoints, not gridpoints. We will also show that simple interpolation is sufficient to obtain 2nd order estimates of the multipliers at gridpoints. Finally, we will show that the control produced by the TR discretization regardless of implementation is 2 nd order accurate at the inside gridpoints, that is, all gridpoints except $t_{0}$ and $t_{N}=t_{f}$. This is the first result to show 2 nd order convergence in the control for TR, which had heretofore been believed to only produce 1st order convergence. In Section 2.3, we will present some preliminary results for the HermiteSimpson method (HS).

### 2.2 Multiplier Convergence

### 2.2.1 New Theoretical Result

As noted above, TR is a Runge-Kutta method characterized by

$$
\alpha=\left(\begin{array}{cc}
0 & 0 \\
1 / 2 & 1 / 2
\end{array}\right), b=\binom{1 / 2}{1 / 2}, \sigma=\binom{0}{1} .
$$

This means that the TR discretization of problem (2.1) has the form

$$
\begin{align*}
& \min C\left(x_{N}\right)  \tag{2.5a}\\
x_{k+1} & =x_{k}+\frac{h}{2}\left(f\left(x_{k}, y_{k 1}, t_{k 1}\right)+f\left(\chi_{k}, y_{k 2}, t_{k 2}\right)\right), k=0, \ldots, N-1  \tag{2.5b}\\
\chi_{k 1} & =x_{k}+\frac{h}{2}\left(f\left(x_{k}, y_{k 1}, t_{k 1}\right)+f\left(\chi_{k 1}, y_{k 2}, t_{k 2}\right)\right), k=0, \ldots, N-1  \tag{2.5c}\\
x_{0} & =\zeta, \tag{2.5d}
\end{align*}
$$

and if the original problem satisfies the assumptions of Theorem 2.5 then (2.5) has a solution $w=(x, u, \lambda)$ which satisfies

$$
\begin{aligned}
\max _{k=0, \ldots, N}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\| & \leq c h^{2} \\
\max _{k=1, \ldots, N}\left\|\lambda_{k}-\lambda^{*}\left(t_{k}\right)\right\| & \leq c h^{2} .
\end{aligned}
$$

However, by subtracting equation (2.5c) from (2.5b) we get that $\chi_{k}=x_{k+1}$. Also, since $\sigma=[0,1], t_{k 2}=t_{k+1}$ in (2.5b) and therefore $y_{k}^{2}=y_{k+1}^{1}$, so that in practice TR is often simplified and implemented in the compressed form as

$$
\begin{gather*}
\min C\left(x_{N}\right)  \tag{2.6a}\\
-x_{k+1}+x_{k}+\frac{h}{2}\left(f\left(x_{k}, y_{k}, t_{k}\right)+f\left(x_{k+1}, y_{k+1}, t_{k+1}\right)\right)=\eta_{k}, k=0, \ldots, N-1 \tag{2.6b}
\end{gather*}
$$

$$
\begin{equation*}
x_{0}=\zeta \tag{2.6c}
\end{equation*}
$$

where $\eta_{k}$ is a small tolerance. The $\eta_{k}$ is there because the discretization is imposed as a constraint and thereby holds only up to a certain tolerance which is above machine precision.

It is clear that when $\eta_{k}=0$ the two formulations are mathematically equivalent and therefore they must produce the same optimal values of $x_{k}, y_{k}$. However, if we formulate the optimality conditions for (2.5) and (2.6), we can see that the optimal multiplier variables are not related in any obvious ways and, in fact, take on different numerical values. To simplify the notation we set $t_{0}=0, t_{f}=1$, in what follows.

Theorem 2.6. If the smoothness and coercivity conditions (Definitions 2.1 and 2.2) are satisfied and $\frac{d y^{*}}{d t}$ is of bounded variation and the problem (2.1) is discretized on a uniform grid $h=h_{i}=1 / N$, then for all sufficiently small $h$ its compressed $T R$ discretization (2.6) has a local optimal solution ( $x, y, \lambda$ ) that satisfies

$$
\begin{align*}
\max _{k=0, \ldots, N}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\| & \leq c h^{2}  \tag{2.7a}\\
\max _{k=1, \ldots, N}\left\|\lambda_{k}-\lambda^{*}\left(t_{k}\right)\right\| & \leq c h  \tag{2.7b}\\
\max _{k=1, \ldots, N}\left\|\lambda_{k}-\lambda^{*}\left(t_{k}-\frac{h}{2}\right)\right\| & \leq c h^{2}  \tag{2.7c}\\
\max _{k=1, \ldots, N-1}\left\|\frac{\lambda_{k+1}+\lambda_{k}}{2}-\lambda^{*}\left(t_{k}\right)\right\| & \leq c h^{2}  \tag{2.7d}\\
\max _{k=1, \ldots, N-1}\left\|y_{k}-y^{*}\left(t_{k}\right)\right\| & \leq c h^{2} . \tag{2.7e}
\end{align*}
$$

This result, which is proved in Section 2.4.2, demonstrates that whereas the multipliers from the Butcher array formulation of TR are 2nd order accurate at gridpoints, the multipliers from the popular compressed implementation are 2nd order accurate at midpoints and only first order accurate at gridpoints. We have also proved that one can get second order estimates on the grid using averaging, or equivalently, interpolation. The new on the grid estimate for the adjoint is now being implemented
in SOCS.
We have also shown that TR (regardless of implementation) gives second order estimates of the control on the inside gridpoints. Until now, second or higher order convergence in the control was only known to occur with certain restrictive classes of methods (Theorems 2.3 and 2.4), of which neither TR nor any other of the commonly used discretizations implemented in SOCS is a member.

The numerical results in the next section illustrate Theorem 2.6 on a particular example.

### 2.2.2 Numerical Example

Example 2.1. Consider the example problem from [21]:

$$
\begin{align*}
\min \int_{0}^{1} y(t)^{2} & +x(t) y(t)+\frac{5}{4} x(t)^{2} d t  \tag{2.8a}\\
x^{\prime}(t) & =0.5 x(t)+y(t)  \tag{2.8b}\\
x(0) & =1 . \tag{2.8c}
\end{align*}
$$

Note that this problem satisfies the coercivity condition (Definition 2.2) since the quadratic form inside the integral in (2.8a) is positive definite and the problem has one optimal solution given by

$$
\begin{align*}
x^{*}(t) & =\frac{\cosh (1-t)}{\cosh (1)}  \tag{2.9a}\\
y^{*}(t) & =-\frac{(\tanh (1-t)+0.5) \cosh (1-t)}{\cosh (1)}  \tag{2.9b}\\
\lambda^{*}(t) & =\frac{2 \cosh (1-t) \tanh (1-t)}{\cosh (1)} . \tag{2.9c}
\end{align*}
$$

In order to examine the uncompressed formulation we set up a Maple worksheet that solves the necessary conditions to the uncompressed TR discretization of this
problem analytically. In Table 2.2, we give the logarithm (base 2) of the max norm of the error in $x, y, \lambda$ for $N=10,20,40,80$. As the number of gridpoints doubles, the logarithm of the error decreases by 2 , so the error itself is a quarter of the previous grid error. Thus both $x$ and $\lambda$ errors are order 2 as proved by Hager.

However, when we solve the same problem using SOCS on the same uniform grids (by overriding the grid refinement algorithm and telling SOCS to only use TR), we see in Table 2.3 that even though the resulting $x$ values are the same, the $\lambda$ values are only first degree accurate just as equation (2.7b) of Theorem 2.6 states. In Table 2.4, we show that, as per equation $(2.7 \mathrm{c})$, these values are a second order approximation to the adjoint variables at the midpoints. We also show that, in accordance with equation (2.7d), simple linear interpolation is sufficient to obtain second order approximations to the adjoints on the inside gridpoints. Finally, in Table 2.5, we demonstrate that the controls produced by TR are second order accurate on the inside gridpoints, as stated in equation (2.7e). Figure 2.1 further illustrates this point by graphing $y^{*}-y$ for $N=10,20,40,80$.

In contrast, using SOCS with the discretization specified to be the classical 4th order Runge-Kutta method, given by

$$
\alpha=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 1 / 2 & 0 & 0 \\
0 & 0 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), b=\left(\begin{array}{c}
1 / 6 \\
1 / 3 \\
1 / 3 \\
1 / 6
\end{array}\right), \sigma=\left(\begin{array}{c}
0 \\
1 / 2 \\
1 / 2 \\
1
\end{array}\right)
$$

we obtain results that conform exactly to Theorem 2.5. The state and the multiplier $\lambda^{1}$ are fourth order approximations to the states and adjoints at the gridpoint, $u$ is third order, but $u$ post-calculated from $x$ and $\lambda^{1}$ in the way given in Theorem 2.5 is 4th order or nearly so (Table 2.6). Figure 2.2 shows the plot of the error in $u$ (not post-calculated $u$ ). Note that it is similar to Figure 2.1 except for a vertical offset.


Figure 2.1: Example problem solved with TR. Graph of $y^{*}-y$ for $N=10,20,40,80$.

Table 2.2: $-\log _{2}$ of uncompressed TR error to gridpoint values of $x, y, \lambda$.

| $N$ | $\max _{i=0 \ldots N}\left\\|x_{i}-x^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}^{1}-\lambda^{*}\left(t_{i}\right)\right\\|$ |
| :---: | ---: | ---: |
| 10 | 8.8010 | 9.4278 |
| 20 | 10.7249 | 11.1800 |
| 40 | 12.6850 | 13.0671 |
| 80 | 14.6646 | 15.0129 |
| Order | 2 | 2 |
| $N$ | $\max _{i=0 \ldots N}\left\\|y_{i 1}-y^{*}\left(t_{i}\right)\right\\|$ | ${ }_{i=1 . . . N} \max \left\\|y\left(\lambda_{i}^{1}, x_{i}\right)-y^{*}\left(t_{i}\right)\right\\|$ |
| 10 | 4.3833 | 9.0806 |
| 20 | 5.3535 | 10.9346 |
| 40 | 6.3380 | 13.8634 |
| 80 | 7.3300 | 14.8282 |
| Order | 1 | 2 |

Table 2.3: $-\log _{2}$ of compressed TR error to gridpoint values of $x, y, \lambda$.

| $N$ | $\underset{i=0 \ldots N}{\max }\left\\|x_{i}-x^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=0 \ldots N}\left\\|y_{i}-y^{*}\left(t_{i}\right)\right\\|$ | ${ }_{i=1 \ldots x}^{\max }\left\\|\lambda_{i}-\lambda^{*}\left(t_{i}\right)\right\\|$ |
| :---: | ---: | ---: | ---: |
| 10 | 8.8010 | 4.3833 | 3.3677 |
| 20 | 10.7249 | 5.3535 | 4.3446 |
| 40 | 12.6850 | 6.3380 | 5.3332 |
| 80 | 14.6646 | 7.3300 | 6.3275 |
| Order | 2 | 1 | 1 |

Table 2.4: $-\log _{2}$ of compressed TR error in $\lambda$ : at gridpoint, at midpoint, interpolated at gridpoint.

| $N$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}-\lambda^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}-\lambda^{*}\left(t_{i}-\frac{h}{2}\right)\right\\|$ | ${ }_{i=1 . \ldots N-1}^{\max }\left\\|\frac{\lambda_{i}+\lambda_{i+1}}{2}-\lambda^{*}\left(t_{i}\right)\right\\|$ |
| :---: | ---: | ---: | ---: |
| 10 | 3.3677 | 8.7633 | 8.0477 |
| 20 | 4.3446 | 10.6731 | 9.9185 |
| 40 | 5.3332 | 12.6283 | 11.8554 |
| 80 | 6.3275 | 14.6053 | 13.8243 |
| Order | 1 | 2 | 2 |

Table 2.5: $-\log _{2}$ of compressed TR error in $y$ : inside gridpoints and endpoints.

| $N$ | $\max _{i=1 . . N-1}\left\\|y_{i}-y^{*}\left(t_{i}\right)\right\\|$ | $\left\\|y_{0}-y^{*}\left(t_{0}\right)\right\\|$ | $\left\\|y_{N}-y^{*}\left(t_{f}\right)\right\\|$ |
| :---: | ---: | ---: | ---: |
| 10 | 8.3757 | 4.3833 | 4.9563 |
| 20 | 10.2660 | 5.3535 | 5.9522 |
| 40 | 12.2114 | 6.3380 | 6.9500 |
| 80 | 14.1841 | 7.3300 | 7.9489 |
| Order | 2 | 1 | 1 |

Table 2.6: $-\log _{2}$ of RK4 error to gridpoint values of $x, y, \lambda$.

| $N$ | $\max _{i=0 \ldots N}\left\\|x_{i}-x^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}^{1}-\lambda^{*}\left(t_{i}\right)\right\\|$ |
| :---: | ---: | ---: |
| 5 | 15.6440 | 15.8353 |
| 10 | 19.4282 | 19.7289 |
| 20 | 23.3203 | 23.6685 |
| Order | 4 | 4 |
| $N$ | $\max _{i=0 \ldots N}\left\\|y_{i 1}-y^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=1 \ldots N}\left\\|y\left(\lambda_{i}^{1}, x_{i}\right)-y^{*}\left(t_{i}\right)\right\\|$ |
| 5 | 9.7356 | 17.5819 |
| 10 | 12.7113 | 21.2261 |
| 20 | 15.7039 | 24.4543 |
| Order | 3 | $3-4$ |

The reasons for this offset are not clear.


Figure 2.2: Example problem solved with RK4. Graph of $y^{*}-y$ for $N=5,10,20$.

### 2.3 Open Questions

We have proved some practical results regarding multiplier and control convergence for Trapezoid Method. However, commercial direct transcription codes also use compressed versions of other discretizations that may be preferable to TR because they give higher order convergence in the states. The default option in SOCS , for example, is to discretize the problem on a coarse grid using TR, then after two mesh refinement iterations switch to a discretization called Hermite-Simpson method (HS).

Both TR and HS are collocation methods, but whereas the TR approximation to the right-hand side of a differential equation is piecewise linear, HS approximates a function with cubic splines. TR is 2nd order as integrator as well as 2nd order for optimal control, which means that, in its uncompressed form, it gives 2nd order convergence in states, multipliers and post-calculated controls. HS is 4th order as an integrator as well as 4th order for optimal control.

The Butcher-array formulation of HS is given by

$$
\begin{align*}
x_{k+1} & =x_{k}+h\left(\frac{1}{6} f\left(x_{k}, y_{k 1}, t_{k}\right)+\frac{2}{3} f\left(\chi_{k 1}, y_{k 2}, t_{k+\frac{1}{2}}\right)+\frac{1}{6} f\left(\chi_{k 2}, y_{k 3}, t_{k+1}\right)\right)  \tag{2.10}\\
\chi_{k 1} & =x_{k}+h\left(\frac{5}{24} f\left(x_{k}, y_{k 1}, t_{k}\right)+\frac{1}{3} f\left(\chi_{k 1}, y_{k 2}, t_{k+\frac{1}{2}}\right)-\frac{1}{24} f\left(\chi_{k 2}, y_{k 3}, t_{k+1}\right)\right)(  \tag{2.11}\\
\chi_{k 2} & =x_{k}+h\left(\frac{1}{6} f\left(x_{k}, y_{k 1}, t_{k}\right)+\frac{2}{3} f\left(\chi_{k 1}, y_{k 2}, t_{k+\frac{1}{2}}\right)+\frac{1}{6} f\left(\chi_{k 2}, y_{k 3}, t_{k+1}\right)\right) . \tag{2.12}
\end{align*}
$$

Two implementations of HS are available in SOCS. The default is HS-Compressed. The other one is called HS-Separated. HS-Separated is obtained from the Butcher array formulation by subtracting (2.12) from (2.10) to obtain $\chi_{k 2}=x_{k+1}$, then solving (2.10) for $f\left(\chi_{k 1}, y_{k}^{2}, t_{k+\frac{1}{2}}\right)$ and substituting into (2.11). HS-Separated is implemented

Table 2.7: $-\log _{2}$ of HS-RK (Butcher array) error to gridpoint values of $x, y, \lambda$.

| $N$ | $\max _{i=0 \ldots N}\left\\|x_{i}-x^{*}\left(t_{i}\right)\right\\|$ | $\underset{i=0 \ldots{ }_{2}}{\max }\left\\|y_{i}^{1}-y^{*}\left(t_{i}\right)\right\\|$ | $\underset{i=0 \ldots N-1}{\max }\left\\|\lambda_{i}^{1}-\lambda^{*}\left(t_{i}\right)\right\\|$ |
| :---: | ---: | ---: | ---: |
| 5 | 17.6312 | 8.7187 | 16.8779 |
| 10 | 21.5477 | 10.6696 | 20.7249 |
| 20 | 25.5050 | 12.6455 | 24.6494 |
| Order | 2 | 1 | 1 |

in SOCS as

$$
\begin{aligned}
x_{k+1}-x_{k}-\frac{h}{6}\left(f\left(x_{k}, y_{k 1}, t_{k}\right)+4 f\left(\chi_{k 1}, y_{k 2}, t_{k+\frac{1}{2}}\right)+f\left(x_{k+1}, y_{k+1,1}, t_{k+1}\right)\right) & =\eta_{1}(2.13) \\
\chi_{k 1}-x_{k}-\frac{1}{2}\left(x_{k}+x_{k+1}\right)-\frac{h}{8}\left(f\left(x_{k}, y_{k 1}, t_{k}\right)+f\left(x_{k+1}, y_{k+1,1}, t_{k+1}\right)\right) & =\eta_{2}(2.14)
\end{aligned}
$$

where $\eta_{1}, \eta_{2}$ are preset tolerances.
The most compact formulation, HS-Compressed, is obtained by solving (2.14) ( $\eta_{2}=0$ ) for $\chi_{k 1}$ and consists of only one equation

$$
x_{k+1}-x_{k}-\frac{h}{6}\left(f\left(x_{k}, y_{k 1}, t_{k}\right)+4 f\left(\chi, y_{k 2}, t_{k+\frac{1}{2}}\right)+f\left(x_{k+1}, y_{k+1,1}, t_{k+1}\right)\right)=\eta(2.15)
$$

where $\chi$ is defined exactly by

$$
\chi=x_{k}+\frac{1}{2}\left(x_{k}+x_{k+1}\right)+\frac{h}{8}\left(f\left(x_{k}, y_{k 1}, t_{k}\right)+f\left(x_{k+1}, y_{k+1,1}, t_{k+1}\right)\right) .
$$

Note that HS-Compressed has only $N\left(m_{1}+2 m_{2}\right)$ variables and $N m_{1}$ constraints compared to $N\left(m_{1}+m_{2}\right)$ and $N m_{1}$ constraints for TR-Compressed but it offers 4th degree approximation of the state instead of only 2 nd degree. It does not, however, offer a 4th order approximation of adjoints at the gridpoint in the same way that the Butcher array formulation $\left(N\left(3 m_{1}+2 m_{2}\right)\right.$ variables, $3 N m_{1}$ constraints) does according to Theorem 2.5.

We implemented the Butcher array formulation of HS in Maple and applied it to Example 2.1. The states, controls and multipliers we obtained were 4th, 2nd and 4th


Figure 2.3: Example problem solved with HS. Graph of $y^{*}-y$ for $N=5,10,20$.

Table 2.8: $-\log _{2}$ of HS-Compressed error to gridpoint values of $x, y, \lambda$.

| $N$ | $\max _{i=0 \ldots N}\left\\|x_{i}-x^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=0 \ldots N}\left\\|y_{i}^{1}-y^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}-\lambda^{*}\left(t_{i}\right)\right\\|$ |
| :---: | ---: | ---: | ---: |
| 5 | 17.6312 | 8.7187 | 2.4610 |
| 10 | 21.5459 | 10.6696 | 3.3934 |
| 20 | 25.4973 | 12.6455 | 4.3581 |
| Order | 4 | 2 | 1 |

Table 2.9: $-\log _{2}$ of HS-Compressed error in $\lambda$ : at gridpoint, at midpoint, interpolated at gridpoint.

| $N$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}-\lambda^{*}\left(t_{i}\right)\right\\|$ | $\max _{i=1 \ldots N}\left\\|\lambda_{i}-\lambda^{*}\left(t_{i}-\frac{h}{2}\right)\right\\|$ | $\substack{\max \\ i=1 \ldots N-1} \frac{\lambda_{i}+\lambda_{i+1}}{2}-\lambda^{*}\left(t_{i}\right) \\|$ |
| :---: | ---: | ---: | ---: |
| 5 | 2.4610 | 8.8156 | 7.0228 |
| 10 | 3.3934 | 10.7175 | 8.8161 |
| 20 | 4.3581 | 12.6697 | 10.7177 |
| Order | 1 | 2 | 2 |

Table 2.10: $-\log _{2}$ of HS-Compressed error in $y$ : inside gridpoints and endpoints.

| $N$ | $\max$ <br> $i=1 \ldots N-1$$\left\\|y_{i}^{1}-y^{*}\left(t_{i}\right)\right\\|$ | $\left\\|y_{0}^{1}-y^{*}\left(t_{0}\right)\right\\|$ | $\left\\|y_{N}^{1}-y^{*}\left(t_{f}\right)\right\\|$ |
| :---: | ---: | ---: | ---: |
| 5 | 9.0229 | 8.7187 | 13.1719 |
| 10 | 10.8162 | 10.6696 | 16.1703 |
| 20 | 12.7176 | 12.6455 | 19.0974 |
| Order | 2 | 2 | 3 |

order respectively (see Table 2.7). However, solving the same example with SOCS demonstrated (see Tables $2.8-2.10$ ) that HS-Compressed can only offer a 2nd degree approximation to the adjoints at the midpoint, same as TR.

Unlike with TR, the control error on the inside gridpoints is not significantly smaller than at the ends (Table 2.10, Figure 2.3). However, we did notice the linear nature of the gridpoint errors in Figure 2.3. Notice in Table 2.10 that the endpoint error appears to be 3rd order. Taken together with Figure 2.3, this may indicate that HS-Compressed in fact gives a third order approximation to the control on some rescaled grid. As expected, the uncompressed formulation, which we implemented with Maple, gives multipliers that are 4th order accurate.

The slight discrepancy between the state values obtained with SOCS and Maple can be explained by the difference in the solution algorithms (SQP in SOCS, exact algebraic solution in Maple). The tables only give the logarithm of the errors, but
the state errors themselves are on the order of $10^{-6}, 10^{-7}, 10^{-8}$ for $N=5,10,20$ respectively, whereas the control errors are only on the order of $10^{-3}$ to $10^{-4}$.

In summary, future work would include

- A theorem similar to Theorem 2.6 for HS-Compressed. We would like to establish 2 nd order convergence at the midpoint, and the validity of simple interpolation to obtain 2nd order approximations at the gridpoint. Can adjoint approximations of order greater than 2 be obtained on the original grid or on some other grid, either directly from the discrete multipliers or though some kind of manipulation?
- Some insight into control error with HS. Can we prove 2nd order convergence overall for $y_{k 1}$ and perhaps higher order convergence on a subgrid or a shifted grid as we did with TR? Does $y_{k 2}$ converge to the either the gridpoint or the midpoint values of the control and to which order?
- Studying the differences and similarities between HS-Compressed and HS-Separated. Are the multipliers produced by HS-Separated and HSCompressed always the same? What are the advantages of one formulation versus the other?

We have produced Maple worksheets and Matlab routines as well as organized data from various SOCS implementations of Example 2.1. This setup allows for easy data analysis and implementation of numerical experiments to test out any further conjectures relating to the above three questions. All that remains is theoretical work.

### 2.4 Proofs

### 2.4.1 Proof of Theorem 2.3

The paper [19], page 458 makes the following assumptions about a problem of the form (2.1):

A1 There exist an optimal control $y^{*}$ and a corresponding trajectory $x^{*}$

A2 The differential equation $x^{\prime}=f(x, y)$ can be integrated for all $y$ in some neighborhood of $y^{*}$

A3 There exists an optimal solution $\chi^{h}, y^{h}$ to the discretization

A4 Both the discrete and the continuous optimality conditions hold

A5 The discretization is order $b$ as an integrator, where $b \geq 2$.
A6 If $x^{1}, x^{2}$ are solutions to $x^{\prime}=f(x, y)$ satisfying $x^{1}(s)=p^{1}, x^{2}(s)=p^{2}$ for some $s \in[0,1]$ then for all $t \in[0,1],\left\|x^{1}(t)-x^{2}(t)\right\|=O\left(\left\|p^{1}-p^{2}\right\|\right)$.

Now (A1), (A2), (A4) follow from smoothness and (A6) follows from smoothness and coercivity (see [16]), whereas (A3) and (A5) are part of the theorem statement.

The RK discretization of (2.1) has the form

$$
\begin{align*}
\min & C\left(x_{N}\right)  \tag{2.16a}\\
x_{i+1}= & x_{i}+h_{i} \sum_{j=1}^{s} b_{j} f\left(\chi_{i j}, y_{i j}\right), \quad i=0, \ldots, N-1  \tag{2.16b}\\
\chi_{i j}= & x_{i}+h_{i} \sum_{k=1}^{s} a_{j k} f\left(\chi_{i k}, y_{i k}\right), \quad i=0, \ldots, N-1, j=1, \ldots, s  \tag{2.16c}\\
x_{0} & =\zeta . \tag{2.16d}
\end{align*}
$$

Let $\alpha_{j p}=a_{j+1, p+1}$ for $j=1, \ldots, s-1 ; p=0, \ldots, s-2$ and $\alpha_{s p}=b_{p+1}$ for $p=$ $0, \ldots, s-1$. Using (D1), we can rewrite (2.16) as

$$
\begin{aligned}
\min & C\left(\bar{x}_{N 0}\right) \\
\bar{x}_{i j}= & \bar{x}_{i 0}+h_{i} \sum_{p=0}^{j-1} \alpha_{j p} f\left(\bar{x}_{i k}, \bar{y}_{i k}\right), \quad i=0, \ldots, N-1, j=1, \ldots, s \\
\bar{x}_{i+1,0}= & \bar{x}_{i, s}, \quad i=0, \ldots, N-1 \\
\bar{x}_{00}= & (0,0, \zeta)
\end{aligned}
$$

where $\bar{x}_{i 0}=x_{i}$ for $i=0, \ldots, N, \bar{x}_{i j}=\chi_{i, j+1}$ for $j=1, \ldots, s-1, \bar{y}_{i j}=y_{i, j+1}$ for $j=0, \ldots, s-1$.

Moreover, we can establish that the following conditions are satisfied
P1 ([19],p.458) $\bar{x}_{i j}, \bar{y}_{i j}$ approximate the state and the control at time $t_{i}+\rho_{j} h_{i}$ where $0=\rho_{0} \leq \ldots \leq \rho_{s}=1$. This follows from $0 \leq \sigma_{1} \leq \ldots \leq \sigma_{s} \leq 1$, (D2), (D4) and the relationship between $\left(\bar{x}_{i j}, \bar{y}_{i j}\right)$ and $x_{i}, \chi_{i j}, y_{i j}$.

P2 ([19],p.460) $\alpha_{s j} \neq 0$ for $j=0, \ldots, s-1$, which follows from (D3).
P3 ([19], Eq.39) $\alpha_{s j}=\alpha_{s, s-j-1}$ for $j=0, \ldots, s-1$, which follows from (D5).

P4 ([19], Eq.38) $\alpha_{p j} \alpha_{s p}=\alpha_{s j} \alpha_{s-j-1, s-p-1}$ for $j=0, \ldots, s-2 ; p=j+1, \ldots, s-1$, which follows from D.6.

The assumption in [19], Theorem 3.1 that $h\left(\nabla_{y y}^{2} H\right)^{-1}$ is bounded in $y$ and $h$ follows directly from coercivity [21]. So the bound on the error in $y$ follows from Lemma 3.1 and Theorem 3.1 in [19] and the bound on the error in $x$ follows from the discretization being 2 nd order as an integrator.

### 2.4.2 Proof of Theorem 2.6

We will utilize an abstract result from [21], reproduced here as Lemma 2.1.

Lemma 2.1. ([21], Proposition 5.1) Let $X$ be a Banach space and let $Y$ be a linear normed space with the norms in both spaces denoted $\|\cdot\|$. Let $F: X \rightarrow 2^{Y}$ be a set-valued map, let $L: X \rightarrow Y$ be a bounded linear operator, and let $T: X \rightarrow Y$ be continuously Frechét differentiable in $B_{r}\left(w^{*}\right)$ for some $w^{*} \in X$ and $r>0$. Suppose that the following conditions hold for some $\delta \in Y$ and scalars $\epsilon, \gamma$, and $\tau>0$ :

Q1 $T\left(w^{*}\right)+\delta \in F\left(w^{*}\right)$.
Q2 $\|\nabla T(w)-L\| \leq \epsilon$ for all $w \in B_{r}\left(w^{*}\right)$.
Q3 The map $(F-L)^{-1}$ is single-valued and Lipschitz continuous in $B_{\tau}(\pi), \pi=$ $(T-L)\left(w^{*}\right)$, with Lipschitz constant $\gamma$.

If $\epsilon \gamma<1, \epsilon r \leq \tau,\|\delta\| \leq(1-\gamma \epsilon) r / \gamma$, then there exists a unique $w \in B_{r}\left(w^{*}\right)$ such that $T(w) \in F(w)$. Moreover, we have the estimate

$$
\left\|w-w^{*}\right\| \leq \frac{\gamma}{1-\gamma \epsilon}\|\delta\| .
$$

Formulate the Hamiltonian for (2.6)

$$
\bar{H}(x, y, \lambda)=C\left(x_{N}\right)+\sum_{k=0}^{N-1} \lambda_{k+1}\left(-x_{k+1}+x_{k}+\frac{h}{2}\left(f\left(x_{k}, y_{k}\right)+f\left(x_{k+1}, y_{k+1}\right)\right)\right)
$$

and let

$$
T(w)=\left(\begin{array}{c}
T^{1}(w) \\
T^{2}(w) \\
T^{3}(w)
\end{array}\right)=\left(\begin{array}{cl}
\bar{H}_{\lambda_{k}}, & k=1, \ldots, N \\
\bar{H}_{x_{k}}, & k=1, \ldots, N \\
\bar{H}_{y_{k}}, & k=0, \ldots, N
\end{array}\right)
$$

where $w=(x, y, \lambda)=\left(x_{0}, \ldots, x_{N}, y_{0}, \ldots, y_{N}, \lambda_{1}, \ldots, \lambda_{N}\right)$.
We apply function space norms to $x, y$ and $\lambda$ by considering them as piecewise constant functions on $\left[t_{0}, t_{f}\right]$ with respect to the gridpoints $t_{k}$ with value $x_{k}\left(y_{k}, \lambda_{k}\right)$ on the $k$ th subinterval.

Define a norm on the domain of $T$ by

$$
\begin{equation*}
\|w\|=\|x\|_{L^{\infty}}+\|y\|_{L^{2}}+\|\lambda\|_{L^{\infty}} \tag{2.17}
\end{equation*}
$$

and a norm on the range of $T$ by

$$
\begin{equation*}
\|(p, q, r)\|=\|p\|_{L^{1}}+\|q\|_{L^{1}}+\|r\|_{L^{2}} \tag{2.18}
\end{equation*}
$$

Let $A_{k}, B_{k}, Q_{i_{k}}$ denote $A, B, Q_{i}$ evaluated at $t=t_{k}$ and let $L(w)$ be given by

$$
\begin{array}{rr}
-x_{k+1}+x_{k}+\frac{h}{2}\left(A_{k} x_{k}+B_{k} y_{k}+A_{k+1} x_{k+1}+B_{k+1} y_{k+1}\right), & k=0, \ldots, N-1(2.19 \mathrm{a}) \\
h\left(Q_{1_{k}} x_{k}+Q_{3_{k}} y_{k}\right)+\left(I+\frac{h}{2} A_{k}^{T}\right) \lambda_{k+1}-\left(I-\frac{h}{2} A_{k}^{T}\right) \lambda_{k}, & k=1, \ldots, N-1(2.19 \mathrm{~b}) \\
\frac{h}{2}\left(2 V x_{N}+Q_{1_{N}} x_{N}+Q_{3_{N}} y_{N}\right)-\left(I-\frac{h}{2} A_{N}^{T}\right) \lambda_{N} & (2.19 \mathrm{c}) \\
\frac{h}{2}\left(Q_{2_{0}} y_{0}+Q_{3_{0}}^{T} x_{0}+B_{0}^{T} \lambda_{1}\right) & (2.19 \mathrm{~d}) \\
h\left(Q_{2_{k}} y_{k}+Q_{3_{k}}^{T} x_{k}+\frac{1}{2} B_{k}^{T}\left(\lambda_{k+1}+\lambda_{k}\right)\right), & k=1, \ldots, N-1(2.19 \mathrm{e}) \\
\frac{h}{2}\left(Q_{2_{N}} y_{N}+Q_{3_{N}}^{T} x_{N}+B_{N}^{T} \lambda_{N}\right) . \tag{2.19f}
\end{array}
$$

We will apply Lemma 2.1 (case $F=0$ ) to two different values of $w^{*}, \hat{w}$ and $\check{w}$, where

$$
\begin{aligned}
\hat{x}=\check{x} & =\left(x\left(t_{0}\right)^{*}, \ldots, x\left(t_{N}\right)^{*}\right) \\
\hat{\lambda} & =\left(\lambda^{*}\left(t_{1}\right), \ldots, \lambda^{*}\left(t_{f}\right)\right), \\
\check{\lambda} & =\left(\lambda^{*}\left(t_{0}+\frac{h}{2}\right), \ldots, \lambda^{*}\left(t_{N-1}+\frac{h}{2}\right)\right) .
\end{aligned}
$$

and $\hat{y}, \check{y}$ are defined in Lemma 2.5.
Next, we have several small lemmas that will help us prove two useful theorems. Then, Theorem 2.7 will establish that (Q3) of Lemma 2.1 holds for $L$ defined above for $F=0$ near both $\hat{w}$ and $\check{w}$. In Theorem 2.8, we will calculate $T(\hat{w})$ and $T(\check{w})$.

Finally, we tie it all together in the proof of Theorem 2.6. The next Lemma is known but we include its proof to illustrate the role of $h$ in the norms used.

Lemma 2.2. Given $N \geq 1, h=\frac{1}{N}$, then for any vector $z \in R^{m(N+1)}$,

$$
\|z\|_{L^{1}} \leq c_{1}\|z\|_{L^{2}} \leq c_{2}\|z\|_{L^{\infty}}
$$

Proof. Let $\langle\cdot, \cdot\rangle$ denote the Euclidean inner product and let $\overline{1}$ be a vector of $N+1$ ones. Using the Schwartz inequality,

$$
\begin{aligned}
\|z\|_{L^{1}} & =\sum_{i=1}^{N+1} h\left\|z_{i}\right\|=\left\langle\sqrt{h} \overline{1}, \sqrt{h}\left\|z_{i}\right\|\right\rangle \leq \sqrt{h}\|\overline{1}\|_{2}\|\sqrt{h} z\|_{2} \\
& =\sqrt{\frac{N+1}{N}}\|z\|_{L^{2}} \leq \sqrt{\frac{2 N}{N}}\|z\|_{L^{2}}=\sqrt{2}\|z\|_{L^{2}}
\end{aligned}
$$

For the second inequality,

$$
\|z\|_{L^{2}}=\sqrt{\sum_{i=1}^{N+1} h\left\|z_{i}\right\|^{2}} \leq \sqrt{\sum_{i=1}^{N+1} h\left(\max _{i}\left\|z_{i}\right\|\right)^{2}}=\sqrt{\frac{N+1}{N}\left(\max _{i}\left\|z_{i}\right\|\right)^{2}} \leq \sqrt{2}\|z\|_{L^{\infty}}
$$

■
Lemma 2.3. For all sufficiently small $h$, the solution $x$ to the system of equations

$$
\begin{align*}
x_{k+1} & =x_{k}+\frac{h}{2}\left(A_{k} x_{k}+A_{k+1} x_{k+1}\right)+z_{k}, k=0, \ldots, N-1  \tag{2.20a}\\
x_{0} & =\zeta, \tag{2.20b}
\end{align*}
$$

where $z, \zeta$ are given, can be described by $x=M_{1}(z)+M_{2}(\zeta)$ where $M_{1}, M_{2}$ are linear operators.

Proof. We rewrite (2.20) as $\bar{A} x=z+e_{1} \zeta$ where the block bidiagonal matrix

$$
\bar{A}=\left(\begin{array}{cccc}
I & 0 & \cdots & 0 \\
-I-\frac{h}{2} A_{0} & I-\frac{h}{2} A_{1} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
& & & 0 \\
0 & \cdots & -I-\frac{h}{2} A_{N-1} & I-\frac{h}{2} A_{N}
\end{array}\right)
$$

is invertible and $e_{1}=(I, 0, \ldots, 0)^{T}$. Thus $M_{1}=\bar{A}^{-1}, M_{2}=\bar{A}^{-1} e_{1}$.

Lemma 2.4. For all $(x, \lambda) \in B_{\tau}\left(x^{*}\left(t_{k}\right), \lambda^{*}\left(t_{k}\right)\right)$, where $\tau$ is independent of $h$, there exists a unique $y$ satisfying $H_{y}(x, y, \lambda)=0$ and $\left\|y-y^{*}\left(t_{k}\right)\right\| \leq c\left(\left\|\lambda-\lambda^{*}\left(t_{k}\right)\right\|+\| x-\right.$ $\left.x^{*}\left(t_{k}\right) \|\right)$.

Proof. Coercivity implies that $H_{y y}\left(x^{*}(t), y^{*}(t), \lambda^{*}(t)\right)=Q_{2}(t)$ is invertible for all $t$ and hence uniformly positive definite since we are working on a closed finite interval [21]. So the result follows from the Implicit Function Theorem.

Lemma 2.5. There exist $\hat{y}, \check{y}$ satisfying

$$
\begin{aligned}
\left\|y^{*}\left(t_{k}\right)-\hat{y}_{k}\right\| & \leq c h, k=0, \ldots, N \\
\left\|y^{*}\left(t_{k}\right)-\check{y}_{k}\right\| & \leq c h^{2}, k=1, \ldots, N-1 \\
\left\|y^{*}\left(t_{k}\right)-\check{y}_{k}\right\| & \leq c h, k=0, N
\end{aligned}
$$

such that $\hat{y}, \check{y}$ solve $\bar{H}_{y_{k}}\left(x^{*}\left(t_{k}\right), y, \lambda\right)$ for $\lambda=\hat{\lambda}$ and $\lambda=\check{\lambda}$ respectively.
Proof. First, note that

$$
\bar{H}_{y_{k}}= \begin{cases}h H_{y}\left(x_{k}, y_{k}, \frac{\lambda_{k+1}+\lambda_{k}}{2}\right), & k=1, \ldots, N-1 \\ \frac{h}{2} H_{y}\left(x_{0}, y_{0}, \lambda_{1}\right), & k=0 \\ \frac{h}{2} H_{y}\left(x_{N}, y_{N}, \lambda_{N}\right), & k=N .\end{cases}
$$

Applying Lemma 2.4 with $x=x^{*}\left(t_{k}\right)$ and $\lambda=\frac{\hat{\lambda}_{k+1}+\hat{\lambda}_{k}}{2}$ we obtain, for $k=1, \ldots, N-$ 1 ,

$$
\begin{aligned}
\left\|\hat{y}_{k}-y^{*}\left(t_{k}\right)\right\| & \leq\left\|\frac{\lambda^{*}\left(t_{k+1}\right)+\lambda^{*}\left(t_{k}\right)}{2}-\lambda^{*}\left(t_{k}\right)\right\| \\
& =\frac{\left\|\lambda^{*}\left(t_{k+1}\right)-\lambda^{*}\left(t_{k}\right)\right\|}{2} \leq c h .
\end{aligned}
$$

Similarly, if $k=N$ and $\lambda=\hat{\lambda}_{N}$ then

$$
\left\|\hat{y}_{k}-y^{*}\left(t_{k}\right)\right\| \leq\left\|\lambda^{*}\left(t_{N}\right)-\lambda^{*}\left(t_{N}\right)\right\|=0
$$

and if $k=0$,

$$
\left\|\hat{y}_{k}-y^{*}\left(t_{k}\right)\right\| \leq\left\|\lambda^{*}\left(t_{1}\right)-\lambda^{*}\left(t_{0}\right)\right\|=c h .
$$

This establishes Lemma 2.5 for $\hat{y}$.
For $\check{y}$, we proceed in the same way, noting that, for $k=1, \ldots, N-1$,

$$
\left\|\frac{\lambda^{*}\left(t_{k}+\frac{h}{2}\right)+\lambda^{*}\left(t_{k}-\frac{h}{2}\right)}{2}-\lambda^{*}\left(t_{k}\right)\right\| \leq c h^{2},
$$

but

$$
\left\|\lambda^{*}\left(t_{1}-\frac{h}{2}\right)-\lambda^{*}\left(t_{1}\right)\right\| \leq c h
$$

and

$$
\left\|\lambda^{*}\left(t_{N}-\frac{h}{2}\right)-\lambda^{*}\left(t_{N}\right)\right\| \leq c h
$$

$\square$
THEOREM 2.7. In the norms given by equations (2.17) and (2.18), the function $L^{-1}$ is Lipschitz continuous everywhere with Lipschitz constant $\gamma=\frac{c}{h}$.

Proof. Consider the equation $L(w)-\pi=0$ where $\pi=-(p, q, r) \in R^{3 N+1}$. It can be easily shown that this equation forms a set of first order necessary conditions to
the quadratic programming problem

$$
\begin{align*}
\min _{x_{k}, y_{k}} & \left(\sum_{k=1}^{N-1} L_{k}\left(x_{k}, y_{k}\right)+q_{k}^{T} x_{k}+r_{k}^{T} y_{k}\right) \\
& +\frac{1}{2}\left(h L_{0}\left(x_{0}, y_{0}\right)+2 r_{0} y_{0}\right) \\
& +\frac{1}{2}\left(h L_{N}\left(x_{N}, y_{N}\right)+2 h x_{N}^{T} V x_{N}+2 q_{N}^{T} x_{N}+2 r_{N}^{T} y_{N}\right)  \tag{2.21a}\\
x_{k+1}= & x_{k}+\frac{h}{2}\left(A_{k} x_{k}+B_{k} y_{k}+A_{k+1} x_{k+1}+B_{k+1} y_{k+1}\right)+p_{k}  \tag{2.21b}\\
x_{0}= & \zeta \tag{2.21c}
\end{align*}
$$

where $L_{k}\left(x_{k}, y_{k}\right)=\frac{1}{2}\left(x_{k}^{T} Q_{1_{k}} x_{k}+2 x_{k}^{T} Q_{3_{k}} y_{k}+y_{k}^{T} Q_{2_{k}} y_{k}\right)$.
By Lemma 2.3, (2.21) can be written as ${ }^{1}$

$$
\begin{align*}
\min _{y, x} & \bar{L}(x, y)+\bar{q}^{T} x+\bar{r}^{T} y  \tag{2.22}\\
x= & M_{1}(P \bar{B} y+p)+M_{2}(\zeta) \tag{2.23}
\end{align*}
$$

where

$$
\begin{aligned}
& P=\frac{h}{2}\left(\begin{array}{cccc}
I & I & \ddots & \vdots \\
0 & \ddots & \ddots & 0 \\
\vdots & \cdots & I & I
\end{array}\right), \\
& \bar{L}=x^{T} \bar{Q}_{1} x+y^{T} \bar{Q}_{2} y+2 x^{T} \bar{Q}_{3} y \\
&=\sum_{k=1}^{N-1} L_{k}\left(x_{k}, y_{k}\right)+\frac{1}{2}\left(L_{0}\left(x_{0}, y_{0}\right)+L_{N}\left(x_{N}, y_{N}\right)+x_{N}^{T} V x_{N}\right), \\
& \bar{q}=\frac{1}{h}\left(0, q_{1}, \ldots, q_{N-1}, 2 q_{N}\right), \\
& \bar{r}=\frac{1}{h}\left(2 r_{0}, r_{1}, \ldots, r_{N-1}, 2 r_{N}\right), \\
& \bar{B}=\left(B_{0}, \ldots, B_{N}\right) .
\end{aligned}
$$

[^0]Substituting (2.23) into (2.22) we obtain the unconstrained problem $\min _{y} C(y)$ where

$$
\begin{aligned}
C(y)= & \left(\left(y^{T} \bar{B}^{T} P^{T}+p^{T}\right) M_{1}^{T}+\zeta^{T} M_{2}^{T}\right) \bar{Q}_{1}\left(M_{1}(P \bar{B} y+p)+M_{2}(\zeta)\right)+y^{T} \bar{Q}_{2} y \\
& +2\left(\left(y^{T} \bar{B}^{T} P^{T}+p^{T}\right) M_{1}^{T}+\zeta^{T} M_{2}^{T}\right) \bar{Q}_{3} y+\bar{q}^{T}\left(M_{1}(P \bar{B} y+p)+M_{2}(\zeta)\right)+\bar{r}^{T} y \\
= & y^{T} \bar{Q} y+\left(\phi_{1}+\phi_{2} \zeta\right)^{T} y+\phi_{3}(\zeta)+\phi_{4}
\end{aligned}
$$

where

$$
\begin{aligned}
\bar{Q} & =\bar{B}^{T} P^{T} M_{1}^{T} \bar{Q}_{1} M_{1} P \bar{B}+\bar{Q}_{2}+2 \bar{B}^{T} P^{T} M_{1}^{T} \bar{Q}_{3} \\
\phi_{1} & =2\left(\bar{B}^{T} P^{T} M_{1}^{T} \bar{Q}_{1}+\bar{Q}_{3}^{T}\right) M_{1} p+\bar{B}^{T} P^{T} M_{1}^{T} \bar{q}+\bar{r} \\
\phi_{2} & =2 \bar{B}^{T} P^{T} M_{1}^{T} \bar{Q}_{1} M_{2}+2 \bar{Q}_{3}^{T} M_{2} .
\end{aligned}
$$

Since $C(y)=y^{T} \bar{Q} y$ corresponds to the problem (2.21) with $p=q=r=\zeta=0$, the coercivity condition on the original problem implies $y^{T} \bar{Q} y \geq \beta\|y\|_{L^{2}}$. So, by [15], Lemma 4, given $y^{1}, y^{2}$ corresponding to two different values $\bar{\phi}^{1}, \bar{\phi}^{2}$ of $\bar{\phi}=\phi_{1}+\phi_{2} \zeta$, we have $\left\|y^{1}-y^{2}\right\|_{L^{2}} \leq c\left\|\bar{\phi}^{1}-\bar{\phi}^{2}\right\|_{L^{2}}$. If $\bar{\phi}^{i}=\bar{\phi}\left(p^{i}, q^{i}, r^{i}, \zeta\right)$, then we have

$$
\left\|y^{1}-y^{2}\right\|_{L^{2}} \leq c\left\|\left(\bar{B}^{T} P^{T} M_{1}^{T} \bar{Q}_{1}+\bar{Q}_{3}{ }^{T}\right) M_{1}\left(p^{1}-p^{2}\right)+\bar{B}^{T} P^{T} M_{1}^{T}\left(\bar{q}^{1}-\bar{q}^{2}\right)+\left(\bar{r}^{1}-\bar{r}^{2}\right)\right\|_{L^{2}} .
$$

To make the following discussion more readable, let $\ddot{z} \doteq z^{1}-z^{2}$ where $z$ can be $p, q, r, x, y$ or $\lambda$. Note that $x=M_{1} \ddot{p}$ is the solution to

$$
\begin{align*}
x_{k+1} & =x_{k}+\frac{h}{2}\left(A_{k} x_{k}+A_{k+1} x_{k+1}\right)+\ddot{p}_{k}  \tag{2.24a}\\
x_{0} & =0 . \tag{2.24b}
\end{align*}
$$

Thus we have

$$
\begin{aligned}
x_{k+1}= & \left(I-\frac{h}{2} A_{k+1}\right)^{-1}\left(I+\frac{h}{2} A_{k}\right) x_{k}+\left(I-\frac{h}{2} A_{k+1}\right)^{-1} \ddot{p}_{k} \\
= & \left(\Pi_{i=k-1}^{k}\left(I-\frac{h}{2} A_{i+1}\right)^{-1}\left(I+\frac{h}{2} A_{i}\right)\right) x_{k-1} \\
& +\left(I-\frac{h}{2} A_{k+1}\right)^{-1}\left(I+\frac{h}{2} A_{k}\right)\left(I-\frac{h}{2} A_{k}\right)^{-1} \ddot{p}_{k-1}+\left(I-\frac{h}{2} A_{k+1}\right)^{-1} \ddot{p}_{k} \\
= & \left(\Pi_{i=0}^{k}\left(I-\frac{h}{2} A_{i+1}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{i}^{T}\right)\right) x_{0} \\
& +\sum_{i=0}^{k}\left(\Pi_{j=i}^{k}\left(I-\frac{h}{2} A_{j+1}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{j}^{T}\right)\right)\left(I-\frac{h}{2} A_{i+1}\right)^{-1} \ddot{p}_{i} \\
= & \sum_{i=0}^{k}\left(\Pi_{j=i}^{k}\left(I-\frac{h}{2} A_{j+1}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{j}^{T}\right)\right)\left(I-\frac{h}{2} A_{i+1}\right)^{-1} \ddot{p}_{i} .
\end{aligned}
$$

Let $a=\max _{k=0, \ldots, N}\left\|A_{k}\right\| / 2$ and assume $h<1 / a$, so that, for $j=0, \ldots, N$,

$$
\begin{aligned}
\left\|I+\frac{h}{2} A_{j}\right\| & \leq 1+h a \\
\left\|\left(I-\frac{h}{2} A_{j}\right)^{-1}\right\| & \leq(1-h a)^{-1}
\end{aligned}
$$

We also use the fact that $(1+h a)^{1 / h},(1-h a)^{-1 / h}$ are both bounded from above by $e^{a}$ which in turn is bounded by $\max _{t_{0}<t<t_{f}} e^{\|A(t)\| / 2}$. And so we have, for $k=0, \ldots, N-1$,

$$
\begin{aligned}
\left\|x_{k+1}\right\| & \leq \sum_{i=0}^{k}\left(\Pi_{j=i}^{k}\left\|\left(I-\frac{h}{2} A_{j+1}^{T}\right)^{-1}\right\|\left\|I+\frac{h}{2} A_{j}^{T}\right\|\right)\left\|\left(I-\frac{h}{2} A_{i+1}\right)^{-1}\right\|\left\|\ddot{p}_{i}\right\| \\
& \leq \sum_{i=0}^{N-1} \frac{(1+h a)^{N-i}}{(1-h a)^{N-i+1}}\left\|\ddot{p}_{i}\right\| \leq e^{2 a} \sum_{i=0}^{N-1}\left\|\ddot{p}_{i}\right\| \\
& \leq \frac{c}{h}\|\ddot{\|}\|_{L^{1}} .
\end{aligned}
$$

Hence

$$
\|x\|_{L^{\infty}}=\max _{k}\left\|x_{k}\right\| \leq \frac{c}{h}\|\ddot{p}\|_{L^{1}}
$$

and therefore by Lemma 2.2,

$$
\left\|M_{1} \ddot{p}\right\|_{L^{2}}=\|x\|_{L^{2}} \leq \frac{c}{h}\|\ddot{p}\|_{L^{1}} .
$$

The second term can be evaluated as follows:

$$
\left\|P^{T} M_{1}^{T}\left(\bar{q}^{1}-\bar{q}^{2}\right)\right\|_{L^{2}} \leq\left\|\frac{2}{h} P^{T} M_{1}^{T}(\stackrel{0}{( })\right\|_{L^{2}} \leq\left\|\frac{2}{h} P^{T}\right\|_{L^{2}}\left\|M_{1}^{T}\binom{0}{\dot{q}}\right\|_{L^{2}} .
$$

Now

$$
\begin{aligned}
\left\|\frac{2}{h} P^{T}\right\|_{L^{2}} & =\max _{\|z\|_{L^{2}}=1} \sqrt{h\left(z_{1}^{2}+\left(z_{1}+z_{2}\right)^{2}+\ldots\left(z_{N-1}+z_{N}\right)^{2}+z_{N}^{2}\right)} \\
& =\max _{\|z\|_{L^{2}}=1}\left\|\left(0, z_{1}, \ldots, z_{N}\right)+\left(z_{1}, \ldots, z_{N}, 0\right)\right\|_{L^{2}} \\
& \leq \max _{\|z\|_{L^{2}}=1} 2\left\|\left(z_{0}, z_{1}, \ldots, z_{N}\right)\right\|_{L^{2}} \\
& =2 .
\end{aligned}
$$

and $\mu=M_{1}^{T}\binom{0}{\dot{q}}$ is the solution to

$$
\begin{align*}
\mu_{0} & =\mu_{1}+\frac{h}{2} A_{0}^{T} \mu_{1}  \tag{2.25a}\\
\mu_{k} & =\mu_{k+1}+\frac{h}{2} A_{k}^{T}\left(\mu_{k}+\mu_{k+1}\right)+\dot{q}_{k}, k=1, \ldots, N-1  \tag{2.25b}\\
\mu_{N} & =\frac{h}{2} A_{N}^{T} \mu_{N}+2 \dot{q}_{N} . \tag{2.25c}
\end{align*}
$$

where $\dot{q}_{k}=\ddot{q}_{k}$ for $k=1, \ldots, N-1, \dot{q}_{N}=2 \ddot{q}_{N}$. So we have, for $k=1, \ldots, N-1$,

$$
\begin{aligned}
\mu_{k}= & \left(I-\frac{h}{2} A_{k}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{k}^{T}\right) \mu_{k+1}+\left(I-\frac{h}{2} A_{k}^{T}\right)^{-1} \dot{q}_{k} \\
= & \left(\Pi_{i=k}^{k+1}\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{i}^{T}\right)\right) \mu_{k+2} \\
& +\left(I-\frac{h}{2} A_{k}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{k}^{T}\right)\left(I-\frac{h}{2} A_{k+1}^{T}\right)^{-1} \dot{q}_{k+1}+\left(I-\frac{h}{2} A_{k}^{T}\right)^{-1} \dot{q}_{k} \\
= & \left(\Pi_{i=k}^{N-1}\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{i}^{T}\right)\right) \mu_{N} \\
& +\sum_{i=k}^{N-1}\left(\Pi_{j=k}^{i-1}\left(I-\frac{h}{2} A_{j}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{j}^{T}\right)\right)\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1} \dot{q}_{i} \\
= & \left(\Pi_{i=k}^{N-1}\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{i}^{T}\right)\right)\left(I-\frac{h}{2} A_{N}^{T}\right)^{-1} \dot{q}_{N} \\
& +\sum_{i=k}^{N-1}\left(\Pi_{j=k}^{i-1}\left(I-\frac{h}{2} A_{j}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{j}^{T}\right)\right)\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1} \dot{q}_{i} \\
= & \sum_{i=k}^{N}\left(\Pi_{j=k}^{i-1}\left(I-\frac{h}{2} A_{j}^{T}\right)^{-1}\left(I+\frac{h}{2} A_{j}^{T}\right)\right)\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1} \dot{q}_{i} .
\end{aligned}
$$

Note that the last expression also describes $\mu_{N}$.
We calculate an upper bound on $\left\|\mu_{k}\right\|$ similarly to $\left\|x_{k+1}\right\|$ in (2.24), by letting $a=\max _{k=1, \ldots, N}\left\|A_{k}^{T}\right\| / 2$ and assuming $h<1 / a$, so that, for $k=1, \ldots, N$,

$$
\begin{aligned}
\left\|\mu_{k}\right\| & \leq \sum_{i=k}^{N}\left(\Pi_{j=k}^{i-1}\left\|\left(I-\frac{h}{2} A_{j}^{T}\right)^{-1}\right\|\left\|I+\frac{h}{2} A_{j}^{T}\right\|\right)\left\|\left(I-\frac{h}{2} A_{i}^{T}\right)^{-1}\right\|\left\|\dot{q}_{i}\right\| \\
& \leq \sum_{i=1}^{N} \frac{(1+h a)^{i-1}}{(1-h a)^{i}}\left\|\dot{q}_{i}\right\| \leq \frac{(1+h a)^{N}}{(1-h a)^{N}} \sum_{i=1}^{N}\left\|\dot{q}_{i}\right\| \leq 2 e^{2 a} \sum_{i=1}^{N}\left\|\ddot{q}_{i}\right\| \\
& =\frac{c}{h}\|\ddot{q}\|_{L^{1}} .
\end{aligned}
$$

Also,

$$
\left\|\mu_{0}\right\| \leq\left\|\left(I+\frac{h}{2} A_{0}^{T}\right)\right\|\left\|z_{0}\right\|=c\left\|z_{0}\right\| \leq \frac{c}{h}\|\ddot{q}\|_{L^{1}}
$$

so that

$$
\|\mu\|_{L^{\infty}}=\max _{k}\left\|\mu_{k}\right\| \leq \frac{c}{h}\|\ddot{q}\|_{L^{1}}
$$

and therefore by Lemma 2.2

$$
\left\|M_{1}^{T} \ddot{q}\right\|_{L^{2}}=\|\mu\|_{L^{2}} \leq \frac{c}{h}\|\ddot{q}\|_{L^{1}}
$$

Thus we have

$$
\begin{equation*}
\|\ddot{y}\|_{L^{2}} \leq \frac{c}{h}\left(\|\ddot{p}\|_{L^{1}}+\|\ddot{q}\|_{L^{1}}+\|\ddot{r}\|_{L^{2}} .\right) \tag{2.26}
\end{equation*}
$$

Now subtract $L\left(w^{1}\right)-\pi^{2}=0$ from $L\left(w^{2}\right)-\pi^{1}=0$ to obtain

$$
\begin{align*}
\ddot{x}_{k+1}= & \ddot{x}_{k}+h\left(A_{k} \ddot{x}_{k}+B_{k} \ddot{y}_{k}+A_{k+1} \ddot{x}_{k+1}+B_{k+1} \ddot{y}_{k+1}\right)+\ddot{p}_{k}  \tag{2.27a}\\
& k=1, \ldots, N-1 \\
\ddot{x}_{0}= & 0 \tag{2.27~b}
\end{align*}
$$

Compare (2.24) to (2.27) to conclude

$$
\|\ddot{x}\|_{L^{\infty}} \leq \frac{c}{h}\|h \bar{B} \ddot{y}+\ddot{p}\|_{L^{1}} \leq c\|\ddot{y}\|_{L^{2}}+\frac{c}{h}\|\ddot{p}\|_{L^{1}} .
$$

Next, compare (2.25) to (2.28) to conclude

$$
\begin{aligned}
\|\ddot{\lambda}\|_{L^{\infty}} & \leq c \sum_{k=1}^{N-1}\left(h\left\|Q_{1_{k}} \ddot{x}_{k}+Q_{3_{k}} \ddot{y}_{k}\right\|+\left\|\ddot{q}_{k}\right\|\right)+\frac{c h}{2}\left\|2 V \ddot{x}_{N}+Q_{1_{N}} \ddot{x}_{N}+Q_{3_{N}} \ddot{y}_{N}\right\|+\left\|\ddot{q}_{N}\right\| \\
& \leq c\|\ddot{y}\|_{L^{1}}+c\|\ddot{x}\|_{L^{1}}+\frac{c}{h}\|\ddot{q}\|_{L^{1}} \\
& \leq c\|\ddot{y}\|_{L^{2}}+\frac{c}{h}\left(\|\ddot{p}\|_{L^{1}}+\|\ddot{q}\|_{L^{1}}\right) .
\end{aligned}
$$

Combining these results with (2.26), we have $\left\|x^{1}-x^{2}\right\|_{L^{\infty}}+\left\|y^{1}-y^{2}\right\|_{L^{2}}+\left\|\lambda^{1}-\lambda^{2}\right\|_{L^{\infty}} \leq \frac{c}{h}\left(\left\|p^{1}-p^{2}\right\|_{L^{1}}+\left\|q^{1}-q^{2}\right\|_{L^{1}}+\left\|r^{1}-r^{2}\right\|_{L^{2}}\right)$. This completes the proof of Theorem 2.7.

ThEOREM 2.8. Given the previous definitions and assumptions it follows in the norm given by (2.18) that,

$$
\begin{aligned}
\left\|T\left(\hat{w}^{*}\right)\right\| & =\|(\hat{p}, \hat{q}, \hat{r})\| \\
\left\|T\left(\check{w}^{*}\right)\right\| & =\|(\check{p}, \check{q}, \check{q}, \check{r})\| c h^{3} .
\end{aligned}
$$

Proof. By definition of $\hat{y}, \check{y}$, we have $\|\hat{r}\|_{L^{2}}=\|\check{r}\|_{L^{2}}=0$. Using Lemma 2.5 and the fact that $f$ is Lipschitz continuous we have, for $k=0, \ldots, N-1$,

$$
\begin{aligned}
\left\|\hat{p}_{k}\right\|= & \left\|-x^{*}\left(t_{k+1}\right)+x^{*}\left(t_{k}\right)+\frac{h}{2}\left(f\left(x^{*}\left(t_{k}\right), \hat{y}_{k}\right)+f\left(x^{*}\left(t_{k+1}\right), \hat{y}_{k+1}\right)\right)\right\| \\
= & \|-x^{*}\left(t_{k+1}\right)+x^{*}\left(t_{k}\right)+\frac{h}{2}\left(f\left(x^{*}\left(t_{k}\right), y^{*}\left(t_{k}\right)\right)+f\left(x^{*}\left(t_{k+1}\right), y^{*}\left(t_{k+1}\right)\right)\right. \\
& +\frac{h}{2}\left(f\left(x^{*}\left(t_{k}\right), \hat{y}_{k}\right)-f\left(x^{*}\left(t_{k}\right), y^{*}\left(t_{k}\right)\right)\right)+\frac{h}{2}\left(f\left(x^{*}\left(t_{k+1}\right), \hat{y}_{k+1}\right)-f\left(x^{*}\left(t_{k}\right), y_{k+1}^{*}\right)\right) \| \\
\leq & \left\|-x^{*}\left(t_{k+1}\right)+x^{*}\left(t_{k}\right)+\frac{h}{2}\left(f\left(x^{*}\left(t_{k}\right), y^{*}\left(t_{k}\right)\right)+f\left(x^{*}\left(t_{k+1}\right), y^{*}\left(t_{k+1}\right)\right)\right)\right\| \\
& +c h\left\|\hat{y}_{k}-y^{*}\left(t_{k}\right)+\hat{y}_{k+1}-y^{*}\left(t_{k+1}\right)\right\| \\
\leq & c_{1} h^{3}+c_{2} h^{2}=c h^{2} .
\end{aligned}
$$

giving $\|\hat{p}\|_{L^{1}}=c h^{2}$.
For $\check{p}$ we have, for $k=1, \ldots, N-2$,

$$
\left\|\check{p}_{k}\right\| \leq c_{1} h^{3}+c h\left\|\check{y}_{k}-y^{*}\left(t_{k}\right)+\check{y}_{k+1}-y^{*}\left(t_{k+1}\right)\right\|=c h^{3} .
$$

But

$$
\begin{aligned}
\left\|\check{p}_{0}\right\| & \leq c_{1} h^{3}+c h\left\|\check{y}_{0}-y^{*}\left(t_{0}\right)+\check{y}_{1}-y^{*}\left(t_{1}\right)\right\| \\
& \leq c_{1} h^{3}+h\left(c_{2} h+c_{3} h^{2}\right)=c h^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\check{p}_{N-1}\right\| & \leq c_{1} h^{3}+c h\left\|\check{y}_{N-1}-y^{*}\left(t_{N-1}\right)+\check{y}_{N}-y^{*}\left(t_{N}\right)\right\| \\
& \leq c_{1} h^{3}+h\left(c_{2} h^{2}+c_{3} h\right)=c h^{2} .
\end{aligned}
$$

So

$$
\|\check{p}\|_{L^{1}} \leq\left(\sum_{k=1}^{N-2} h\left(c_{1} h^{3}\right)\right)+2 h\left(c_{2} h^{2}\right) \leq c h^{3} .
$$

To evaluate $\hat{q}$ and $\check{q}$, we first rewrite them in terms of $H_{x}$. Thus we have, for $k=1, \ldots, N-1$,

$$
\begin{aligned}
\hat{q}_{k} & =\lambda^{*}\left(t_{k+1}\right)-\lambda^{*}\left(t_{k}\right)+\frac{h}{2} f_{x}\left(x^{*}\left(t_{k}\right), \hat{y}_{k}\right)^{T}\left(\lambda^{*}\left(t_{k}\right)+\lambda^{*}\left(t_{k+1}\right)\right) \\
& =\lambda^{*}\left(t_{k+1}\right)-\lambda^{*}\left(t_{k}\right)+h H_{x}\left(x^{*}\left(t_{k}\right), \hat{y}_{k}, \frac{\lambda^{*}\left(t_{k}\right)+\lambda^{*}\left(t_{k+1}\right)}{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{q}_{N} & =-\lambda^{*}\left(t_{N}\right)+\frac{h}{2} f_{x}\left(x^{*}\left(t_{N}\right), \hat{y}_{N}\right)^{T} \lambda^{*}\left(t_{N}\right)+C_{x}\left(x^{*}\left(t_{N}\right)\right) \\
& =\frac{h}{2} H_{x}\left(x^{*}\left(t_{N}\right), \hat{y}_{N}, \lambda^{*}\left(t_{N}\right)\right)
\end{aligned}
$$

and for $\check{q}$ we have

$$
\begin{aligned}
\check{q}_{k}= & \lambda^{*}\left(t_{k}+\frac{h}{2}\right)-\lambda^{*}\left(t_{k-1}+\frac{h}{2}\right) \\
& +h H_{x}\left(x^{*}\left(t_{k}\right), \check{y}_{k}, \frac{\lambda^{*}\left(t_{k}+\frac{h}{2}\right)+\lambda^{*}\left(t_{k-1}+\frac{h}{2}\right)}{2}\right), k=1, \ldots, N-1 \\
\check{q}_{N}= & -\lambda^{*}\left(t_{N}-\frac{h}{2}\right)+\frac{h}{2} H\left(x^{*}\left(t_{N}\right), \check{y}_{N}, \lambda^{*}\left(t_{N}-\frac{h}{2}\right)\right)+\lambda^{*}\left(t_{N}\right) .
\end{aligned}
$$

Next, let $\tilde{H}(t, \lambda)=H_{x}\left(x^{*}(t), y^{*}(t), \lambda\right)$. Consider the RK method given by $\alpha=$ $[1 / 2], b=[1], \sigma=[0]$. Checking Table 1 in [21], we determine that it is a 2 nd order method. So, integrating $\lambda^{\prime}=-\tilde{H}(t, \lambda)$ from $t_{k}$ to $t_{k+1}$ with step size $h$, we obtain

$$
\tilde{q}_{k}^{1}=-\lambda^{*}\left(t_{k+1}\right)+\lambda^{*}\left(t_{k}\right)-h H_{x}\left(x^{*}\left(t_{k}\right), y^{*}\left(t_{k}\right), \frac{\lambda^{*}\left(t_{k}\right)+\lambda^{*}\left(t_{k+1}\right)}{2}\right)=O\left(h^{3}\right) .
$$

Applying the 2nd order RK method given by $\alpha=[1 / 2], b=[1], \sigma=[1 / 2]$ with step size $h$ to the same equation from $t_{k-1}+\frac{h}{2}$ to $t_{k}+\frac{h}{2}$, we obtain

$$
\begin{aligned}
\tilde{q}_{k}^{2}= & -\lambda^{*}\left(t_{k}+\frac{h}{2}\right)+\lambda^{*}\left(t_{k-1}+\frac{h}{2}\right) \\
& -h H_{x}\left(x^{*}\left(t_{k}\right), y^{*}\left(t_{k}\right), \frac{\lambda^{*}\left(t_{k}+\frac{h}{2}\right)+\lambda^{*}\left(t_{k-1}+\frac{h}{2}\right)}{2}\right)=O\left(h^{3}\right) .
\end{aligned}
$$

We also define

$$
\tilde{q}^{3}=\lambda^{*}\left(t_{N}-\frac{h}{2}\right)-\frac{h}{2} H\left(x^{*}\left(t_{N}\right), y^{*}\left(t_{N}\right), \lambda^{*}\left(t_{N}-\frac{h}{2}\right)\right)+\lambda^{*}\left(t_{N}\right)=O\left(h^{2}\right)
$$

which is obtained by applying the 1st order RK method given by $\alpha=[0], b=[1], \sigma=$ [1], with step size $h / 2$ to the equation $\lambda^{\prime}=-\tilde{H}(t, \lambda)$ from $t_{N}-\frac{h}{2}$ to $t_{N}$.

Finally, we use Lipschitz continuity of $H_{x}$ and $\lambda^{*}$ and Lemma 2.5 to show

$$
\begin{aligned}
\left\|\hat{q}_{k}\right\| & =\left\|\hat{q}_{k}+\tilde{q}_{k}^{1}\right\| \leq c h^{3}+c h\left\|\hat{y}_{k}-y^{*}\left(t_{k}\right)\right\| \leq c h^{2} \\
\left\|\hat{q}_{N}\right\| & \leq c h
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\check{q}_{k}\right\| & =\left\|\check{q}_{k}+\tilde{q}_{k}^{2}\right\| \leq c h^{3}+c h\left\|\check{y}_{k}-y^{*}\left(t_{k}\right)\right\| \leq c h^{3} \\
\left\|\check{q}_{N}\right\| & =\left\|\check{q}_{N}+\tilde{q}^{3}\right\| \leq h^{3} c+c h\left\|\check{y}_{N}-y^{*}\left(t_{N}\right)\right\| \leq c h^{2}
\end{aligned}
$$

Thus

$$
\|\hat{q}\|_{L^{1}} \leq\left(\sum_{k=1}^{N-1} h\left(c_{1} h^{2}\right)\right)+h\left(c_{2} h\right) \leq c h^{2}
$$

and

$$
\|\check{q}\|_{L^{1}} \leq\left(\sum_{k=1}^{N-1} h\left(c_{1} h^{3}\right)\right)+h\left(c_{2} h^{2}\right) \leq c h^{3} .
$$

With these lemmas and theorems in place we can now prove our main theorem.

Proof. [Proof of Theorem 2.6] Let $\hat{\delta}=-T(\hat{w})$ and $\check{\delta}=-T(\check{w})$. By Theorem 2.8 we have, in the norm defined in (2.18),

$$
\|\hat{\delta}\|=\|\hat{p}\|_{L^{1}}+\|\hat{q}\|_{L^{1}}+\|\hat{r}\|_{L^{2}} \leq c\left(h^{2}+h^{2}+0\right)=c h^{2}
$$

and similarly

$$
\|\check{\delta}\| \leq c\left(h^{3}+h^{3}+0\right)=c h^{3} .
$$

By Theorem 2.7, (Q3) of Lemma 2.1 holds for both $\hat{w}$ and $\check{w}$ with $\gamma=c / h$ and $\tau=\infty$, and (Q2) follows from [14], Lemma 5.1, so that we have

$$
\|\nabla T(w)-L\| \leq \operatorname{ch}\left(\left\|w-w^{*}\right\|+h\right)
$$

For $\epsilon=c h(\|w-\hat{w}\|+h)$ (where $c$ is the same constant as in the previous equation), choose $r$ independent of $h$ but small enough to satisfy $\epsilon \gamma<1$. Since $\tau=\infty$, we have $\epsilon r \leq \tau$ and $(1-\gamma \epsilon) r / \gamma \geq r / \gamma=c h \geq c h^{2} \geq \hat{\delta}$. Then by Lemma 2.1 there exists a locally unique $w$ such that $T(w)=0$, that is, $w$ satisfies the first order necessary conditions for the discretized problem. Moreover,

$$
\|w-\hat{w}\| \leq \frac{\gamma}{1-\gamma \epsilon}\|\hat{\delta}\|=c \gamma h^{2}=c h .
$$

By the same reasoning, we have

$$
\|w-\check{w}\| \leq c \gamma\|\check{\delta}\| \leq c h^{2} .
$$

By our definition of the norm on $w$ (see (2.17)), this implies

$$
\begin{align*}
&\left\|x-x^{*}\right\|_{L^{\infty}}+\|\lambda-\hat{\lambda}\|_{L^{\infty}} \leq c h  \tag{2.29}\\
&\left\|x-x^{*}\right\|_{L^{\infty}}+\|\lambda-\check{\lambda}\|_{L^{\infty}} \leq c h^{2} \tag{2.30}
\end{align*}
$$

and the first three identities of Theorem 2.6 (equations (2.7a) - (2.7c)) follow immediately. The fourth identity, (2.7d) follows from (2.7c) by smoothness of $\lambda$, indeed,

$$
\left\|\frac{\lambda_{k}+\lambda_{k+1}}{2}-\lambda^{*}\left(t_{k}\right)\right\| \leq\left\|\frac{\lambda^{*}\left(t_{k}-\frac{h}{2}\right)+\lambda^{*}\left(t_{k}+\frac{h}{2}\right)}{2}-\lambda^{*}\left(t_{k}\right)\right\|+c h^{2} \leq c h^{2}
$$

Now $y_{k}$ satisfies $\bar{H}_{y_{k}}(x, y, \lambda)=0$ and for $k=1, \ldots, N-1$,

$$
\bar{H}_{y_{k}}(x, y, \lambda)=h H_{y}\left(x_{k}, y_{k}, \frac{\lambda_{k+1}+\lambda_{k}}{2}\right),
$$

so by Lemma 2.4 and (2.7a),(2.7c) we have

$$
\left\|y_{k}-y_{k}^{*}\right\| \leq c\left(\left\|\frac{\lambda_{k+1}+\lambda_{k}}{2}-\lambda^{*}\left(t_{k}\right)\right\|+\left\|x_{k}-x^{*}\left(t_{k}\right)\right\|\right) \leq c h^{2}
$$

which gives us (2.7e).

## Chapter 3

## Equality Constrained Problems

### 3.1 Overview

In this chapter we will consider equality constrained optimal control problems of the form

$$
\begin{align*}
\min & C\left(x\left(t_{f}\right)\right)  \tag{3.1a}\\
x^{\prime}= & f(t, x, y)  \tag{3.1b}\\
0= & g(t, x, y)  \tag{3.1c}\\
x\left(t_{0}\right) & =\zeta . \tag{3.1d}
\end{align*}
$$

The dynamics of an equality constrained problem form a Differential Algebraic Equation (DAE). There is extensive theory dealing with DAEs and methods for solving them (see [10] to start). The following definition is central to that theory

Definition 3.1. The index of a $D A E, F\left(x, x^{\prime}, t\right)=0$, is defined as the minimum number of times all or part of the DAE needs to be differentiated with respect to to determine $x^{\prime}$ as a continuous function of $x$ and $t$.

Remember from Chapter 1 that indirect and control parameterization methods require that a subset of $y$, called the control, be designated. Let $u$ be the control
and let $x_{2}$ be defined by $y=\left(x_{2}, u\right)$. Control parameterization methods require the dynamics to be solved for $x, x_{2}$ and indirect methods require that the optimality conditions be solved for $x, x_{2}$ and the adjoint variables. All of the classical discretizations of DAEs only converge for index three or less and also require that the DAE have special structure if the index is greater than one. Often the restriction is to index one or two [10].

Direct transcription methods approach the problem differently and do not require the selection of $u$. Does that mean that the index of the dynamics no longer plays a role in their convergence properties? In the next section, we will present a new convergence result that is based on the property of the dynamics we call the "virtual index" . In our review of existing literature, we found no other results that relate to equality constrained problems with constraints involving $x$ as well as $y$, i.e. constraints that can be anything but index 1 .

Note that some results in the previous chapter are also applicable to problems with general control constraints of the form $y \in U$.

The result in [29] follows a line of thinking most similar to ours. Our assumptions are more restrictive, but we are also able to establish higher order convergence for most Runge-Kutta methods, whereas [29] only proves convergence for Euler's method.

### 3.2 The Virtual Index

### 3.2.1 Theoretical Results

Consider a problem of the form

$$
\begin{align*}
\min & C\left(x\left(t_{f}\right)\right)  \tag{3.2a}\\
x^{\prime} & =f(t, x, y)  \tag{3.2b}\\
0= & \phi(t, x)+F(t, x) y  \tag{3.2c}\\
x\left(t_{0}\right)= & \zeta \tag{3.2d}
\end{align*}
$$

where $\phi: \mathbb{R}^{m_{1}+1} \rightarrow \mathbb{R}^{c}, F: \mathbb{R}^{m_{1}+1} \rightarrow \mathbb{R}^{c \times m_{2}}$.
By definition (see Section 1.5), a RK discretization of (3.2) is given by

$$
\begin{align*}
\min & C\left(x_{N}\right)  \tag{3.3a}\\
x_{i+1}= & x_{i}+h_{i} \sum_{j=1}^{s} b_{j} f\left(t_{i j}, \chi_{i j}, y_{i j}\right), \quad i=0, \ldots, N-1  \tag{3.3b}\\
\chi_{i j}= & x_{i}+h_{i} \sum_{k=1}^{s} a_{j k} f\left(t_{i j}, \chi_{i k}, y_{i k}\right), \quad i=0, \ldots, N-1, j=1, \ldots, s  \tag{3.3c}\\
0 & =\phi\left(t_{i j}, \chi_{i j}\right)+F\left(t_{i j}\right) y_{i j}, \quad i=0, \ldots, N, j=1, \ldots, s  \tag{3.3d}\\
x_{0}= & \zeta . \tag{3.3e}
\end{align*}
$$

Our main result takes the form
Theorem 3.2. Let $F(t, x)$ be sufficiently smooth and full row rank on a sufficiently large open neighborhood $\Omega$ of $\Gamma$, where $\Gamma \in R \times R^{n}$ is the graph of $x^{*}$. Then there exists $U$ which is as smooth as $F$ such that $F\left(\begin{array}{ll}U_{1} & U_{2}\end{array}\right)=\left(\begin{array}{ll}I & 0\end{array}\right)$ and for all $(x, u)$ the problem (3.2) is equivalent to the unconstrained problem given by

$$
\begin{align*}
\min & C\left(x\left(t_{f}\right)\right)  \tag{3.4a}\\
x^{\prime} & =\theta(t, x, u)  \tag{3.4b}\\
x\left(t_{0}\right) & =\zeta \tag{3.4c}
\end{align*}
$$

where $y$ is connected to $u$ by the relationship

$$
y=-U_{1}(t, x) \phi(t, x)+U_{2}(t, x) u(t) .
$$

Moreover, applying any $R K$ to (3.2) is equivalent to applying the same discretization to (3.4).

Proof. First, we must establish the existence and smoothness of $U$. For $F=F(t)$ this was established by Evard in [18]. For the more general case, where $F$ is a function of $x$ as well as $t$, the proof is due to Campbell (see [17]). This result gives us $U$ that is defined and smooth for all $t, x$ and not just locally. Now we can make the substitution $y=\left(\begin{array}{ll}U_{1} & U_{2}\end{array}\right)\binom{v}{u}$ transforming (3.2) into

$$
\begin{align*}
\min & C\left(x\left(t_{0}\right)\right)  \tag{3.5a}\\
x^{\prime}= & f\left(t, x, U_{1}(t, x) v+U_{2}(t, x) u\right)  \tag{3.5b}\\
0= & \phi(t, x)+v  \tag{3.5c}\\
x\left(t_{0}\right)= & \zeta . \tag{3.5d}
\end{align*}
$$

Then we can eliminate the constraint (3.5c) and express $v$ as a function of $x$, obtaining the problem

$$
\begin{aligned}
\min & C\left(x\left(t_{f}\right)\right) \\
x^{\prime}= & f\left(t, x,-U_{1}(t, x) \phi(t, x)+U_{2}(t, x) u\right) \doteq \theta(t, x, u) \\
\zeta= & x(0),
\end{aligned}
$$

which is exactly the problem (3.4).
Now, apply the transformation

$$
y_{i j}=-U_{1}\left(t_{i j}, \chi_{i j}\right) \phi\left(t_{i j}, \chi_{i j}\right)+U_{2}\left(t_{i j}, \chi_{i j}\right) u_{i j}
$$

for $i=0, \ldots, N, j=1, \ldots, s$ to (3.3) to obtain

$$
\begin{align*}
\min & \quad C\left(x\left(t_{f}\right)\right)  \tag{3.6a}\\
x^{i+1}-x^{i}= & h_{i} \sum_{j=1}^{s} b_{j} \theta\left(t_{i j}, \chi_{i j}, u_{i j}\right), \quad i=0, \ldots, N-1  \tag{3.6b}\\
\chi_{i j}= & x_{i}+h_{i} \sum_{k=1}^{s} a_{j k} \theta\left(t_{i k}, \chi_{i k}, u_{i k}\right), \quad i=0, \ldots, N-1, j=1, \ldots, s  \tag{3.6c}\\
x_{0} & =\zeta \tag{3.6d}
\end{align*}
$$

where $\theta(t, x, u)=f\left(t, x,-U_{1}(t, x) \phi(t, x)+U_{2}(t, x) u\right)$. Notice that (3.6) is the RungeKutta discretization of (3.4) with the same Butcher array parameters $b_{j}, a_{i j}$ and $\sigma_{j}$.

The implication of Theorem 3.2 is that the convergence results presented in Chapter 2 for unconstrained problems will apply to problems of the form (3.2) as long as $F(t, x)$ is full row rank and as smooth as the order of the RK discretization being used. We will now present corollaries for all of the theorems in Chapter 2.

Corollary 3.3. If

- $F(t, x)$ is full row rank in a sufficiently large open neighborhood of $\Gamma$
- The optimal control problem (3.1) satisfies smoothness (Definition 2.1) with the conditions applied to $F$ and $\phi$ as well as $C$ and $f$
- The operators $U_{1}, U_{2}$ are bounded everywhere in the neighborhood of $\Gamma$ and $\phi$ is Lipschitz continuous in $x$
- The equivalent unconstrained problem satisfies coercivity (Definition 2.2)
- The RK used to discretize the problem is at least 2nd order as an integrator (Table 1.1)
- The RK used to discretize the problem satisfies conditions (D1)-(D5) in Section 2.1
- The discretized problem has a local optimal solution (x,y)
then

$$
\max _{k}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\|+\max _{k}\left\|y_{k}^{1}-y^{*}\left(t_{k}\right)\right\| \leq c h^{2} .
$$

Proof. Smoothness of the original problem implies smoothness in the equivalent unconstrained problem and so we have, by Theorem 2.3,

$$
\max _{k}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\|+\max _{k}\left\|u_{k}^{1}-u^{*}\left(t_{k}\right)\right\| \leq c h^{2}
$$

for the equivalent unconstrained problem. We then have

$$
\begin{aligned}
\left\|y_{k}^{1}-y^{*}\left(t_{k}\right)\right\| & =\left\|U_{1}\left(t_{k}\right)\left(\phi\left(t_{k}, x_{k}\right)-\phi\left(t_{k}, x^{*}\left(t_{k}\right)\right)\right)+U_{2}(t)\left(u_{k}^{1}-u^{*}\left(t_{k}\right)\right)\right\| \\
& \leq c_{1}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\|+c_{2}\left\|u_{k}^{1}-u^{*}\left(t_{k}\right)\right\| \\
& =O\left(h^{2}\right)
\end{aligned}
$$

## Corollary 3.4. If

- $F(t, x)$ is full row rank in a sufficiently large open neighborhood of $\Gamma$
- The optimal control problem (3.1) satisfies smoothness (Definition 2.1) with the conditions applied to $F$ and $\phi$ as well as $C$ and $f$
- The operators $U_{1}, U_{2}$ are bounded in a neighborhood of $\Gamma$ and $\phi$ is Lipschitz continuous in $x$
- The equivalent unconstrained problem satisfies coercivity (Definition 2.2)
- The RK used to discretize the problem is 2nd order as an integrator (Table 1.1)
- The RK used to discretize the problem satisfies the conditions (2.4)
then for all sufficiently small $h=\max h_{k}$, the discretization of (3.1) obtained according to this Runge-Kutta scheme has a strict local minimizer $(x, y)$ and an associated adjoint variable $\lambda$ such that, if $\frac{d y^{*}}{d t}$ has bounded variation,

$$
\max _{k=0, \ldots, N_{i=1, \ldots, s}}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\|+\left\|y_{k i}-y^{*}\left(t_{k i}\right)\right\| \leq c h^{2}
$$

This corollary follows from Theorem 2.4 in the same way that the previous one follows from Theorem 2.3. We have left out the adjoint error because, as we have seen in the previous section, multipliers are not necessarily equivalent for two different formulations of the same problem and, moreover, multiplier convergence is implementationdependent, limiting the practical usefulness of most existing multiplier- convergence results.

Finally, we have a corollary of Theorem 2.5. Since we are not interested in control convergence, we can leave out the conditions on $U_{1}, U_{2}$ and $\phi$ for this one:

Corollary 3.5. If

- $F(t, x)$ is full row rank in a sufficiently large open neighborhood of $\Gamma$
- The optimal control problem (3.1) satisfies smoothness (Definition 2.1) with the conditions applied to $F$ and $\phi$ as well as $C$ and $f$
- The equivalent unconstrained problem satisfies coercivity (Definition 2.2)
- The RK used to discretize the problem is order $\kappa$ for optimal control (Table 2.1) and has $b_{i}>0$ for each $i$
then for all sufficiently small $h=\max h_{k}$, the discretization of (3.1) obtained according to this Runge-Kutta scheme has a strict local minimizer $(x, y)$ such that, if $\frac{d y^{*}}{d t}$ has bounded variation,

$$
\max _{k=0, \ldots, N}\left\|x_{k}-x^{*}\left(t_{k}\right)\right\| \leq c h^{\kappa} .
$$

All of these corollaries require coercivity, which is a difficult condition to test for in practice. However, note that given matrices $Q_{i}(t), V(t)$ defined for the equivalent unconstrained problem, if $Q_{3}(t)=0$ for all $x, y, \lambda$ then $x^{T} V x \geq 0$ and $x^{T} Q_{1} x \geq 0$ for all $x$ and $u^{T} Q_{2}(t) u>\alpha\|u\|^{2}$ for all $u, t$ forms a set of sufficient conditions for coercivity. Then note that if $H$ is the Hamiltonian to the original problem and $\bar{H}$ is
the Hamiltonian to the equivalent unconstrained problem then

$$
Q_{2}(t)=\bar{H}_{u u}\left(x^{*}, u^{*}, \lambda^{*}\right)=U_{2}^{T} H_{y y}\left(x^{*}, y^{*}, \nu^{*}, \eta^{*}\right) U_{2} .
$$

In the following sections, we will illustrate our result with several examples. The first example is fairly straightforward, the 2nd presents a more complicated timedependent $U$ matrix, the third example models a physical problem and presents $F$ and $U$ that are dependent on both $t$ and $x$. However, all have linear constraints and simple dynamics and cost structure that allow for easy verification of coercivity. For each of these examples, we will see how performance of the method is altered when the cost parameters are changed so that coercivity is no longer satisfied.

As the examples will demonstrate, ensuring coercivity is often simply a matter of regularizing the problem with respect to all algebraic variables. Thus if the user sees the problem as high index due to his choice of control, but he suspects that another choice of control might make it an index one problem, he does not need to calculate what that "virtual control" is or perform the transformation. All he has to do to make sure that a direct transcription code will solve the problem correctly is regularize it with respect to all algebraic variables, instead of just the one he thinks of as the control.

### 3.2.2 Example 1: Time-Invariant Transformation

In the following example problem, the choice of control that makes the problem index 1 is fairly obvious. It is also designed is such a way as to make it easy to find the exact optimal solution and compare it to the result given by SOCS. We use it as a simple illustration of the concepts in the previous section.

Let $h_{i}, f_{i}$ be continuous functions. Consider the following problem.

$$
\begin{equation*}
\min \frac{1}{2} \int_{0}^{1} \sum_{i=1}^{5} q_{i}\left(z_{i}-h_{i}\right)^{2} d t \tag{3.7a}
\end{equation*}
$$

$$
\begin{align*}
z_{1}^{\prime} & =z_{4}+f_{1}(t)  \tag{3.7b}\\
z_{2}^{\prime} & =z_{1}+f_{2}(t)  \tag{3.7c}\\
z_{3}^{\prime} & =z_{2}+f_{3}(t)  \tag{3.7d}\\
0 & =z_{3}+z_{5}+f_{4}(t)  \tag{3.7e}\\
z_{1}(0) & =z_{1}(1)=1  \tag{3.7f}\\
z_{2}(0) & =z_{2}(1)=-1  \tag{3.7~g}\\
z_{3}(0) & =z_{3}(1)=1 . \tag{3.7h}
\end{align*}
$$

Here, $z_{1}, z_{2}$ and $z_{3}$ are differential variables, and $z_{4}, z_{5}$ are algebraic variables. Suppose that the user designates the algebraic variable $z_{5}$ as the control. Treating $z_{5}$ as a known input function and differentiating the constraint (3.7e) four times, we obtain

$$
z_{4}^{\prime}=-f_{1}^{\prime}-f_{2}^{\prime \prime}-f_{3}^{\prime \prime \prime}-f_{4}^{\prime \prime \prime \prime}-z_{5}^{\prime \prime \prime},
$$

an equation for $z_{4}^{\prime}$ in terms of other variables.
This makes the DAE (3.7b)-(3.7e) index 4 in the remaining variables $\left\{z_{1}, z_{2}, z_{3}, z_{4}\right\}$. As expected, given this choice of control, an indirect method (implemented through SOCS) fails on this problem.

However, if we let $z_{4}$ be the control, then differentiating (3.7e) just once, we have

$$
z_{5}^{\prime}=-f_{4}^{\prime}-z_{2}-f_{3},
$$

so the DAE (3.7b)-(3.7e) is index 1 for this choice of control.
We can also confirm this using the theory we developed in the previous chapter. For this problem, $F=(01)$, so

$$
\left(\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad U_{2}(t)^{T} \nabla_{y y} H U_{2}(t)=\left(\begin{array}{ll}
1 & 0
\end{array}\right)\left(\begin{array}{cc}
q_{4} & 0 \\
0 & q_{5}
\end{array}\right)\binom{1}{0}=q_{4}
$$

(see note on the Hamiltonian for problems in equivalent forms at the end of Section 1.3.)

We also have $V=0$ and $Q_{3}=0$ for all $t$.

$$
x^{T} Q_{1} x=q_{1} x_{1}^{2}+q_{2} x_{2}^{2}+q_{3} x_{3}^{2} \geq 0
$$

for all $x, t$ as long as $q_{1}, q_{2}, q_{3} \geq 0$ and $u^{T} Q_{2} u=q_{4} u^{2}>\alpha u^{2}$ as long as $q_{4}>\alpha$.


Figure 3.1: Functions $h_{i}= \pm(\sin (2 \pi t)-1)$ for Example 1. ( $i=1$ is top graph.)

To demonstrate numerically how the accuracy of the solution is affected by the value of $q_{4}$, we pick smooth functions $h_{i}(t)$ with amplitude 1 (Figure 3.1) and choose $f_{i}(t)$ so that $z_{i}=h_{i}, i=1, \ldots, 5$ satisfies the dynamics and the constraints. We then


Figure 3.2: Error graphs $z_{i}-h_{i}$ for Example 1 using $h_{i}= \pm(\sin (2 \pi t)-1), q_{i}=1$. ( $i=1$ is the top graph)
solve the problem (3.7) using standard options in SOCS. SOCS uses HS to produce its final answer. It is a 4th order RK that is also 4th order for optimal control and the problem satisfies all other conditions in the corollaries. Figure 3.2 shows the difference between $h_{i}$ and the optimal solution calculated by SOCS when all $q_{i}$ are set to be 1 . We also see that setting $q_{5}$ and $q_{3}$ to zero does not affect the accuracy. However, when we set $q_{4}=0$, the resulting solution does not satisfy the dynamics as shown by $z_{4}-h_{4}$ in Figure 3.4.


Figure 3.3: Error graphs $z_{i}-h_{i}$ for Example 1 using $h_{i}= \pm(\sin (2 \pi t)-1)$, with $q_{1}=q_{2}=q_{4}=1, q_{3}=q_{5}=0 .(i=1$ is the top graph. $)$


Figure 3.4: Error graphs $z_{i}-h_{i}$ for Example 1 using $h_{i}= \pm(\sin (2 \pi t)-1)$, with $q_{1}=q_{2}=q_{3}=1, q_{4}=0 .(i=1$ is the top graph. $)$

### 3.2.3 Example 2: Time-Dependent Transformation

Our second example is the following problem with a time varying constraint.

$$
\begin{align*}
\min & \int_{0}^{1} q_{1} x^{2}+q_{2} y_{1}^{2}+q_{3} y_{2}^{2} d t  \tag{3.8a}\\
x^{\prime}= & -x+2 y_{1}+3 y_{2}  \tag{3.8b}\\
0= & x+\sin (2 \pi t) y_{1}+\cos (2 \pi t) y_{2}  \tag{3.8c}\\
& x(0)=x(1)=1 . \tag{3.8d}
\end{align*}
$$

Notice that if the user takes either $y_{1}$ or $y_{2}$ or any fixed linear combination of the two to be the control, then there will always exist point of singularity at which the problem is no longer index 1 . Indeed, if $u=a y_{1}+b y_{2}, v=y_{2}$, then

$$
\binom{u}{v}=\left(\begin{array}{ll}
a & b \\
0 & 1
\end{array}\right)\binom{y_{1}}{y_{2}}
$$

and

$$
\binom{y_{1}}{y_{2}}=\left(\begin{array}{cc}
1 / a & -b / a \\
0 & 1
\end{array}\right)\binom{u}{v}
$$

so that

$$
\begin{aligned}
& \sin (2 \pi t) y_{1}+\cos (2 \pi t) y_{2}=\left(\begin{array}{ll}
\sin (2 \pi t) & \cos (2 \pi t)
\end{array}\right)\binom{y_{1}}{y_{2}} \\
& =\frac{\sin (2 \pi t)}{a} u+\left(\cos (2 \pi t)-\frac{b}{a} \sin (2 \pi t)\right) v .
\end{aligned}
$$

This means the problem is high index in $x$ and $v$ whenever $\cos (2 \pi t)=\frac{b}{a} \sin (2 \pi t)$.
However, we can calculate

$$
\left(\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right)=\left(\begin{array}{cc}
\sin (2 \pi t) & \cos (2 \pi t) \\
\cos (2 \pi t) & -\sin (2 \pi t)
\end{array}\right)
$$

that transforms the constraint into $0=x+v$. We also have $V=Q_{3}=0, Q_{1}=q_{1}$,

$$
Q_{2}=U_{2}^{T} \nabla_{y y}^{2} H U_{2}=\cos ^{2}(2 \pi t) q_{2}+\sin ^{2}(2 \pi t) q_{3},
$$

so $q_{1}$ must be non-negative and both $q_{2}$ and $q_{3}$ must be nonzero on the entire interval for coercivity to be satisfied. When either $q_{2}$ or $q_{3}$ are 0 , SOCS fails to come up with a solution. But when $q_{2}=q_{3}=1$, the solution is easily obtained (Figure 3.5).


Figure 3.5: Graph of optimal solution for Example 2, $q_{i}=1$.

### 3.2.4 Example 3: Physical Problem, $t$ and $x$ Dependent Transformation

A variety of state constrained mechanical systems can be modeled by

$$
\begin{align*}
x^{\prime} & =v  \tag{3.9a}\\
v^{\prime} & =F(x, v, t)+B(x, t) \lambda  \tag{3.9b}\\
0 & =G(x, t) \tag{3.9c}
\end{align*}
$$

where $B=G_{x}^{T}$ and $\lambda$ is a generalized force that arises because of the physical constraint (3.9c).

Now suppose that the constraint (3.9c) depends on a control $u$ and we want to minimize a cost which we will assume in integral form. Then we have a problem in the form

$$
\begin{gather*}
\min _{u} P(x(T), T)+\int_{0}^{T} L(x, v, u, \lambda, t) d t  \tag{3.10a}\\
x^{\prime}=v  \tag{3.10b}\\
v^{\prime}=F(x, v, t)+B(x, u, t) \lambda  \tag{3.10c}\\
0=G(x, u, t) . \tag{3.10d}
\end{gather*}
$$

One example of the control acting through the constraint in this manner would be an object, such as a load or vehicle, being pushed by a surface which could be part of another vehicle or machine. The control in this formulation determines the position and orientation of the pushing surface and the constraint (3.10d) models the contact between the object being pushed, which is modeled by (3.10b), (3.10c), and the pushing surface.

It is a well-known and easily verifiable fact that (3.10b)-(3.10d) is an index three DAE in $x, v, \lambda$. That is, the optimization problem (3.10) is index three for a given
control $u$. However, if we consider $\lambda$ to be the control and $G_{u}$ is invertible, then (3.10b)-(3.10d) is an index one DAE in $x, v, u$. So that while the designer is not likely to consider the constraint force $\lambda$ as the control because of implementation considerations, the fact that such a possibility exists in theory makes (3.10) an index one problem for direct transcription software.

A simple instance of the problem (3.10) can be stated as follows:

$$
\begin{align*}
\min \quad x_{1}(1)^{2} & +x_{2}(1)^{2}+\int_{0}^{1} q_{1} L^{2}+q_{2} b^{2}+q_{3} c^{2} d t  \tag{3.11a}\\
x_{1}^{\prime} & =v_{1}  \tag{3.11b}\\
x_{2}^{\prime} & =v_{2}  \tag{3.11c}\\
v_{1}^{\prime} & =-v_{1}+L  \tag{3.11d}\\
v_{2}^{\prime} & =-v_{2}-b L  \tag{3.11e}\\
0 & =x_{1}-b x_{2}-c  \tag{3.11f}\\
1 & =-x_{1}(0)=x_{2}(0)  \tag{3.11g}\\
2 & =-v_{1}(0)=v_{2}(0) \tag{3.11h}
\end{align*}
$$

The dynamics and constraint (3.11f) can be thought of as a flat surface pushing an object at $\left(x_{1}, x_{2}\right)$ across a smooth flat surface which has the usual type of friction model proportional to the velocity. The friction coefficient is -1 in (3.11d), (3.11e). The controls $b, c$ determine the location and slope of the pushing surface. The initial conditions specify that the object starts at point $(-1,1)$, moving away from the origin with initial velocity $(-2,2)$. The objective is to push the object close to the origin while keeping the algebraic variables bounded (or small, depending on the weights).

In this case, $F(t, x)=\left(0,-x_{2},-1\right)$, and we can take

$$
\left(\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & -1 \\
-1 & 0 & x_{2}
\end{array}\right)
$$

We also have $Q_{1}=Q_{3}=0, V=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, which is nonnegative and

$$
Q_{2}=U_{2}^{T} \nabla_{L, b, c}^{2} H U_{2}=\left(\begin{array}{cc}
q_{1} & 0  \tag{3.12}\\
0 & q_{2}+x_{2}(t)^{2} q_{3}
\end{array}\right)
$$

which is positive definite for all $x$ and $t$ as long as $q_{1}$ and $q_{2}$ are positive.
The calculated trajectory of the object in $x_{1}-x_{2}$ space and the values of $L, b, c$ versus time for $q_{1}=q_{2}=q_{3}=0.01$ are shown in Figure 3.6. This trajectory achieves $x_{1}=-0.1155, x_{2}=0.0074$ at time $t=1$, so that $\|x(1)\|=0.0134$. (All values are rounded to four decimal places). The trajectories look the same when $q_{3}$ is changed to zero since (3.12) is still nonsingular. As expected, SOCS fails to come up with a solution when just $q_{1}$ is changed to zero and (3.12) is always singular. When both $q_{2}$ and $q_{3}$ are set to zero, the resulting $b$ and $c$ trajectories oscillate wildly (see Figure 3.7). This solution gives $x(1)=(-0.1271,0),\|x(1)\|=0.0162$. If we consider getting the object close to the origin to be our main objective, and the second part of the cost function as merely there for regularization, than this is worse by 21 percent than the first solution.

When $q_{2}=0$ and $q_{1}, q_{3}$ are positive, the computed trajectories (Figure 3.8) look similar to Figure 3.6 except at the last node, where $b$ takes a sharp dive and $x_{2}$ is pushed a little closer to 0 . This is due to the $x_{2}^{2} q_{3}$ term being nearly singular when $x_{2}$ is close to 0 resulting in a near singularity of (3.12). In this case $x(1)=(-0.1183,0.0042)$ and $\|x(1)\|=0.014,4$ percent worse than the first solution. The fact that the main objective is not satisfied as well does not necessarily mean that the solutions we obtained are suboptimal for their respective problems, but our theory allows us to conclude that the first solution is definitely optimal in the case $q_{1}=q_{2}=q_{3}=0.01$.

The numerical examples confirm the theoretical result in the previous section. As long as there is some choice of control that will make the dynamics of the problem
an index one DAE and this "virtual control" is positively weighted in the cost, the code (in this case, SOCS) can find an optimal solution. Thus what is important numerically is this "virtual index." One consequence of this is that a user seeking to regularize a constrained control problem that appears to have high index dynamics should add a small regularizing cost on all the algebraic variables rather than just the control variables as is common practice.



Figure 3.6: Graph of calculated trajectory of the object in $x_{1}-x_{2}$ space with time-lapsed view of the pushing surface (upper graph) and graph of $L, b, c$ vs time (lower graph) for Example 3, $q_{i}=0.01$.


Figure 3.7: Graph of calculated trajectory of the object in $x_{1}-x_{2}$ space and graph of $L, b, c$ vs time for Example 3, $q_{1}=0.01, q_{2}=q_{3}=0$.


Figure 3.8: Graph of calculated trajectory of the object in $x_{1}-x_{2}$ space and graph of $L, b, c$ vs time for Example 3, $q_{1}=q_{3}=0.01, q_{2}=0$.

## Chapter 4

## Inequality Constrained Problems

### 4.1 Overview

In this chapter we will consider problems of the form

$$
\begin{align*}
& \min C\left(x\left(t_{f}\right)\right)  \tag{4.1a}\\
& x^{\prime}=f(x, y)  \tag{4.1b}\\
& 0 \geq g(x, y)  \tag{4.1c}\\
& x\left(t_{0}\right)=\zeta  \tag{4.1d}\\
& \psi\left(x\left(t_{f}\right)\right)=0 . \tag{4.1e}
\end{align*}
$$

Remember that in order to solve an optimal control problem with an indirect method one must solve the boundary value problem made up of its first-order optimality conditions. So one must have a set of first-order necessary conditions that, under 2nd order assumptions such as coercivity (Definition 2.2) will have a unique solution that is also a local minimum for the problem. Direct transcription does not require defining or solving the optimality conditions, but, even though there are other ways to prove convergence for some discretization methods (see [30, 32]), most
authors whose work is discussed in this chapter use some form of necessary conditions in their proofs.

However, finding such a set of optimality conditions is a very nontrivial problem for an inequality constrained problem. The authors of the two convergence results described in this section (Theorems 4.6 and 4.7) use two distinctly different Hamiltonians and derive two different sets of optimality conditions, (4.6) and (4.11).

The problem is that in order to derive a good set of optimality conditions even under very restrictive assumptions on problem structure one must have some knowledge of the behavior of the optimal solution. At any given time $\tau$ and for any given constraint $g_{i}(x(t), y(t), t) \leq 0$, one of three things is possible with regards to the optimal solution $\left(x^{*}(t), y^{*}(t)\right)$ :

1. the constraint is inactive, $g_{i}\left(x^{*}(\tau), y^{*}(\tau), \tau\right)<0$;
2. the solution lies on a boundary arc, $g_{i}\left(x^{*}(t), y^{*}(t)\right)=0$ at $t=\tau$ and, for some $\bar{\delta}>0, g_{i}\left(x^{*}(t), y^{*}(t)\right)=0$ for either $t=\tau+\delta$ or $t=\tau-\delta$ for all $\delta<\bar{\delta}$;
3. there is a touchpoint $\left(g_{i}\left(x^{*}(t), y^{*}(t)\right)=0\right.$ at $t=\tau$ but $g_{i}\left(x^{*}(t), y^{*}(t)\right)<0$ for $t \in(\tau-\delta) \cup(\tau+\delta)$ for some $\delta>0$.

Thus, to formulate a set of optimality conditions that has a unique solution, one must first guess at the number of boundary arcs and touchpoints in the solution, and the order in which they occur. One set of optimality conditions that takes into account problem structure was developed by Jacobson, Lele and Speyer in their 1977 paper [24]. The same paper also contains a result concerning the existence of boundary arcs that will be very important in the next section. A concept central to Jacobson, Lele and Speyer's paper is that of order, which can be applied to both equality and inequality constraints.

Definition 4.1. The order of a constraint is the minimum number of times it
needs to be differentiated with respect to $t$ to obtain an expression that can be solved for $y$.

The paper [24] makes the following assumptions about a problem of the form (4.1) for all $t \in\left[t_{0}, t_{f}\right]$ :

A1 $m_{2}=c=1$ ( $g$ and $y$ are scalars )
A2 $g$ is a function of $x$ only and is of order $p$
A3 $y$ is piecewise continuous, $\sup _{t}\|y(t)\|<\infty$

A4 $f$ is continuously differentiable up to $(p+1)$ times in both $x$ and $y$

A5 The problem has an optimal solution with finite cost
A6 $g^{(2 p-1)}$ exists
A7 Along a boundary arc, the $y$ that maintains $g^{(p)}(x, y)=0$ is $p$ times continuously differentiable w.r.t. $t$.

A8 Along the optimal solution, $\nabla_{y} g^{(p)}(x, y) \neq 0$
Jacobson, Lele and Speyer define

$$
\begin{equation*}
H(w)=\lambda^{T} f(x, y)+\nu^{T} g(x, y) \tag{4.2}
\end{equation*}
$$

where $w=(x, y, \lambda, \nu)$ and prove
Theorem 4.2. ([24], Theorem 5) If a problem of the form (4.1) satisfies the assumptions (A1)-(A9) then a set of necessary conditions for optimality is formed by

$$
\begin{align*}
x^{\prime} & =f(x, y)  \tag{4.3a}\\
\lambda^{\prime} & =-\nabla_{x} H(w)  \tag{4.3b}\\
0 & =\nabla_{y} H(w)  \tag{4.3c}\\
x\left(t_{0}\right) & =\zeta  \tag{4.3d}\\
\lambda\left(t_{f}\right) & =-\nabla C\left(x\left(t_{f}\right)\right)-\nabla_{x}\left(\pi^{T} \phi\left(x\left(t_{f}\right)\right)\right) \tag{4.3e}
\end{align*}
$$

where $\nu(t) \geq 0$ when $g(x(t))=0$ and $\nu(t)=0$ when $g(x(t))<0$. Moreover, at the junction points $t_{i}$ of boundary and interior arcs (i.e. at the touchpoints or beginning and end of boundary arcs),

$$
\begin{align*}
\lambda\left(t_{i}^{+}\right) & =\lambda\left(t_{i}^{-}\right)-\eta\left(t_{i}\right) \nabla g\left(x\left(t_{i}\right)\right)  \tag{4.4a}\\
H\left(w\left(t_{i}^{+}\right)\right) & =H\left(w\left(t_{i}^{-}\right)\right)  \tag{4.4b}\\
\eta\left(t_{i}\right) & \geq 0 \tag{4.4c}
\end{align*}
$$

This theorem has an important corollary :
Corollary 4.3. ([24], page 274) If the problem satisfies the assumptions (A1)(A9) and the order of the constraint $p$ is odd and greater than 1, then the optimal solution will, at most, only touch the boundary.

This result restricts the appearance of boundary arcs in optimal solutions to highorder inequality constrained problems. A good complement to Corollary 4.3 is Corollary 2 in [33], which imposes very restrictive conditions on the existence of touchpoints in problems of order 1.

As for convergence results relating to direct transcription methods, all the ones we were able to find are limited to problems discretized using Euler's method. Euler's method is a first order integrator that discretizes $x^{\prime}=f(x, y)$ by

$$
x_{i+1}=x_{i}+h_{i} f\left(x_{i}, y_{i}\right) .
$$

In [13], Dontchev and Hager prove a convergence result for problems with inequality constraints on the state only under assumptions similar to the ones they made for unconstrained problems in results presented in Chapter 2. The optimality conditions they use do not require a guess at the problem structure and are very different from the conditions in Theorem 4.2. We rewrite their result to fit a problem of the form (4.1) with $g=g(x)$ and $\phi=0$.

For the Hamiltonian given by

$$
\begin{equation*}
H(x, y, \lambda, \nu)=\lambda^{T} f(x, y)-\nu^{T} \nabla g(x) f(x, y) \tag{4.5}
\end{equation*}
$$

define the matrices $A(t), B(t), Q_{1}(t), Q_{2}(t), Q_{3}(t)$ as in equation (2.3) and define $K(t)$ by $K=\nabla g\left(x^{*}(t)\right)$. In addition to coercivity (see Definition 2.2), impose the following form of the smoothness condition (see Definition 2.1):

Definition 4.4. The problem (4.1) is said to satisfy the smoothness condition if it has a local solution $\left(x^{*}, y^{*}\right)$ which lies in $W^{2, \infty} \times W^{1, \infty}$ and there exists an open set $\Omega \subset \mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$ and $\rho>0$ such that $B_{\rho}\left(x^{*}(t), y^{*}(t)\right) \subset \Omega$ for every $t \in$ $\left[t_{0}, t_{f}\right]$ and the first two derivatives of $f$ as well as the first three derivatives of $g$ are Lipschitz continuous in $\Omega$ and the first two derivatives of $C$ are Lipschitz continuous in $B_{\rho}\left(x^{*}\left(t_{f}\right)\right)$. Finally, there exist $\lambda^{*} \in W^{2, \infty}$ and $\nu^{*} \in W^{1, \infty}$ such that $x^{*}, y^{*}, \lambda^{*}$ and
$\nu^{*}$ satisfy the first order optimality conditions of the form

$$
\begin{align*}
x^{\prime} & =f(x, y)  \tag{4.6a}\\
\lambda^{\prime} & =-\nabla_{x} H(x, y, \lambda, \nu)  \tag{4.6b}\\
0 & =\nabla_{y} H(x, y, \lambda, \nu)  \tag{4.6c}\\
g(x, y) & \in \mathcal{N}(\nu)  \tag{4.6d}\\
x\left(t_{0}\right) & =\zeta  \tag{4.6e}\\
\lambda\left(t_{f}\right) & =0  \tag{4.6f}\\
\nu & \leq 0  \tag{4.6~g}\\
\nu^{\prime} & \geq 0 \tag{4.6h}
\end{align*}
$$

where $\mathcal{N}(\nu)$ is a set of functions such that $y(t) \leq 0$ and $\nu^{\prime}(t)^{T} y(t)=0$ almost everywhere in $\left[t_{0}, t_{f}\right]$ and $\nu\left(t_{f}\right)^{T} y\left(t_{f}\right)=0$.

Dontchev and Hager also impose the condition of independence at $\mathcal{A}: \mathcal{A}(t)$
Definition 4.5. Let

$$
\begin{equation*}
\mathcal{A}(t)=\left\{j \in\{1, \ldots, c\}: g_{j}\left(x^{*}(t)\right)=0\right\} \tag{4.7}
\end{equation*}
$$

be the set of constraints active at time $t$. We say that a problem of the form (4.1) satisfies independence at $\mathcal{A}$ if $\mathcal{A}(0)$ is empty and there exists a scalar $\beta>0$ such that

$$
\left|\sum_{j \in \mathcal{A}(t)} v_{j} K_{j}(t) B(t)\right| \geq \beta\left|v_{\mathcal{A}(t)}\right|
$$

for any $v \in \mathbb{R}^{k}$ and for every $t \in\left[t_{0}, t_{f}\right]$ where $\mathcal{A}(t)$ is non-empty.
The result is
Theorem 4.6. If Smoothness, Independence at $\mathcal{A}$ and Coercivity hold, then for all sufficiently small $h$, there exists a local solution $(x, y)$ of the Euler discretization of the problem (4.1) with $g$ a function of $x$ only and no final state constraints and
associated Lagrange multipliers $(\lambda, \nu)$ such that

$$
\left\|x-x^{*}\right\|_{H^{1}}+\left\|y-y^{*}\right\|_{L^{2}}+\left\|\lambda-\lambda^{*}\right\|_{H^{1}}+\left\|\nu-\nu^{*}\right\|_{L^{2}} \leq c h
$$

and

$$
\left\|x-x^{*}\right\|_{W^{1, \infty}}+\left\|y-y^{*}\right\|_{L^{\infty}}+\left\|\lambda-\lambda^{*}\right\|_{w^{1, \infty}}+\left\|\nu-\nu^{*}\right\|_{L^{\infty}} \leq c h^{2 / 3}
$$

where $\left(x^{*}, y^{*}, \lambda^{*}, \nu^{*}\right)$ are evaluated at the gridpoints, $W^{k, \infty}$ is the norm defined by equation 2.2 and

$$
\begin{equation*}
\|z\|_{H^{1}}=\sqrt{\|z\|_{L^{2}}^{2}+\|z\|_{L^{2}}^{2}} . \tag{4.8}
\end{equation*}
$$

Moreover, $\bar{x}, \bar{\lambda}, y, \nu$ are Lipschitz continuous in time with a Lipschitz constant independent of $h$ where

$$
\bar{x}_{k}=\frac{x_{k+1}-x_{k}}{h}, \quad \bar{\lambda}_{k}=\frac{\lambda_{k+1}-\lambda_{k}}{h} .
$$

Malanowski, Buskens and Maurer prove the most general result in [29], showing first order convergence of differential, algebraic and adjoint variables (states, controls and multipliers) for problems with combined control and state inequality constraints. We rewrite it here to fit problems of the form (4.1). Assume

B1 The functions $C, f, \phi$ and $g$ are twice Frechet differentiable in all arguments, and the respective derivatives are locally Lipschitz continuous in $x, y$.

B2 There exists a local solution $x^{*}, y^{*}$.
and define

$$
\begin{gather*}
A(t)=\nabla_{x} f\left(x^{*}(t), y^{*}(t)\right), \quad B(t)=\nabla_{y} f\left(x^{*}(t), y^{*}(t)\right)  \tag{4.9}\\
K^{x}(t)=\nabla_{x} g\left(x^{*}(t), y^{*}(t)\right), \quad K^{y}(t)=\nabla_{y} g\left(x^{*}(t), y^{*}(t)\right), \quad E(t)=\nabla \phi\left(x^{*}\left(t_{f}\right)\right) . \tag{4.10}
\end{gather*}
$$

Malanowski et al define $\mathcal{A}$ as in Equation (4.7) and let $\Theta^{x}(t), \Theta^{y}(t)$ be the matrices whose rows are made up of the rows of $K^{x}(t), K^{y}(t)$ respectively that are in $\mathcal{A}(t)$. They then make two additional assumptions:

B3 There exists $\beta>0$ such that for almost every $t \in\left[t_{0}, t_{f}\right],\left\|\Theta^{y}(t)^{T} z\right\| \geq \beta\|z\|$ for all $z \in \mathbb{R}^{\operatorname{card}(\mathcal{A}(t))}$.

B4 For any $e \in \mathbb{R}^{d}$ the following BVP has a solution (is completely output controllable):

$$
\begin{aligned}
x^{\prime} & =\tilde{A} x+\tilde{B} y \\
x\left(t_{0}\right) & =0 \\
E x\left(t_{f}\right) & =e
\end{aligned}
$$

where

$$
\begin{aligned}
& \tilde{A}=A(t)-B(t) \Theta^{y}(t)^{T}\left(\Theta^{y}(t) \Theta^{y}(t)^{T}\right)^{-1} \Theta^{x}(t) \\
& \tilde{B}=B(t)\left(I-\Theta^{y}(t)^{T}\left(\Theta^{y}(t) \Theta^{y}(t)^{T}\right)^{-1} \Theta^{x}(t)\right)
\end{aligned}
$$

The Hamiltonian defined by Malanowski et al is different from the one used by Dontchev and Hager (4.5). In fact it is equivalent to the one used by Jacobson et al (4.2):

$$
\mathcal{H}=\lambda^{T} f(x, y)+\nu^{T} g(x, y)
$$

and the optimality conditions they propose are

$$
\begin{align*}
x^{\prime} & =f(x, y)  \tag{4.11a}\\
\lambda^{\prime} & =-\nabla_{x} \mathcal{H}(x, y, \lambda, \nu)  \tag{4.11b}\\
0 & =\nabla_{y} \mathcal{H}(x, y, \lambda, \nu)  \tag{4.11c}\\
\lambda\left(t_{f}\right) & =\nabla C\left(x^{*}\left(t_{f}\right)\right)-\nabla_{x}\left(\pi^{T} \phi\left(x^{*}\left(t_{f}\right)\right)\right)  \tag{4.11d}\\
\lambda\left(t_{0}\right) & =-\mu . \tag{4.11e}
\end{align*}
$$

Next, define

$$
\tilde{\mathcal{A}}(t)=\left\{j \in \mathcal{A}(t): \nu^{*}(t)>0\right\}
$$

and let $\tilde{\Theta}^{x}(t), \tilde{\Theta}^{y}(t)$ be the matrices whose rows are made up of the rows of $K^{x}(t), K^{y}(t)$ respectively that are in $\tilde{\mathcal{A}}(t)$. Letting $w^{*}=\left(x^{*}, y^{*}, \lambda^{*}, \nu^{*}\right)$, the authors impose the following two 2 nd order conditions on the problem

B5 There exists $\gamma>0$ such that for all $t \in\left[t_{0}, t_{f}\right]$

$$
v^{T} \nabla_{y y}^{2} \mathcal{H}\left(w^{*}(t)\right) v \geq \gamma\|v\|
$$

for all $v \in \mathbb{R}^{m_{2}}$ satisfying $\tilde{\Theta}^{y}(t) v=0$.

B6 The Ricatti equation

$$
\begin{aligned}
Q^{\prime}= & -Q A-A^{T} Q-\nabla_{x x}^{2} \mathcal{H}\left(w^{*}\right)+\left(\left[\begin{array}{c}
\nabla_{y x}^{2} \mathcal{H}\left(w^{*}\right) \\
\tilde{\Theta}^{x}
\end{array}\right]^{T}+Q\left[\begin{array}{c}
B^{T} \\
0
\end{array}\right]^{T}\right) \times \\
& \times\left[\begin{array}{cc}
\nabla_{y y}^{2} \mathcal{H}\left(w^{*}\right) & \left(\tilde{\Theta}^{y}\right)^{T} \\
\tilde{\Theta}^{y} & 0
\end{array}\right]^{-1}\left(\left[\begin{array}{c}
\nabla_{y x}^{2} \mathcal{H}\left(w^{*}\right) \\
\tilde{\Theta}^{x}
\end{array}\right]+\left[\begin{array}{c}
B^{T} \\
0
\end{array}\right] Q\right)
\end{aligned}
$$

has a solution $Q$ that satisfies

$$
x^{T}\left(\nabla^{2} C\left(x^{*}\left(t_{f}\right)\right)+\nabla_{x x}^{2}\left(\pi^{T} \phi\left(x^{*}\left(t_{f}\right)\right)\right)-Q\left(t_{f}\right)\right) x \geq 0
$$

for all $x \in \mathbb{R}^{m_{1}}$ that satisfies $E x=0$

The final result takes the form
Theorem 4.7. (Adapted from [29], Theorem 5.7) If assumptions (B1)-(B6) are satisfied then for all sufficiently small $h$ there exist locally unique $x^{h}, y^{h}, \lambda^{h}, \nu^{h}, \pi^{h}$ and $\mu^{h}$ which satisfy the optimality conditions for the Euler discretization of problem (4.1) given by $\nabla H^{h}=0$ where
$H^{h}=C\left(x_{N}\right)+\pi^{T} \phi\left(x_{N}\right)+\mu^{T}\left(x_{0}-\zeta\right)+\sum_{i=0}^{N-1}\left(\lambda_{i+1}^{T}\left(-x_{i+1}+x_{i}+h f\left(x_{i}, y_{i}\right)\right)+h \nu_{i}^{T} g\left(x_{i}, y_{i}\right)\right)$ such that

$$
\begin{aligned}
\left\|x^{*}-x^{h}\right\|_{1}+\left\|\lambda^{*}-\lambda^{h}\right\|_{1} & \leq c h \\
\left\|x^{*}-x^{h}\right\|_{\infty}+\left\|y^{*}-y^{h}\right\|_{\infty}+\left\|\lambda^{*}-\lambda^{h}\right\|_{\infty}+\left\|\nu^{*}-\nu^{h}\right\|_{\infty} & \leq c h \\
\left|\pi^{*}-\pi^{h}\right|+\left|\mu^{*}-\mu^{h}\right| & \leq c h .
\end{aligned}
$$

Notice the similarities between "independence at $\mathcal{A}$ " (Definition 4.5) and (B3), coercivity as defined by Hager (Definition 2.2) and (B5), the 2nd order conditions for unconstrained problems written in terms of Ricatti equations in [28] and [11] and (B6).

We will not be presenting any new convergence results in the following sections. However, we will demonstrate how the fact that they do not require the formulation of optimality conditions makes direct transcription methods very well suited for certain inequality constrained problems [25]. For the problems in the next section, a boundary arc in the solution is theoretically impossible due to the result in [24], but the cost structure forces the solution very close to the constraint boundary. This results in a large number of closely spaced touchpoints with very small deviations from the constraint in between. We will show that the formulation of optimality conditions for these problems may be impossible, and even where it is possible, the resulting
boundary value problem is extremely ill-conditioned. Direct transcription methods, on the other hand, can solve these problems to a high degree of accuracy as our numerical results will demonstrate.

In Section 4.3, we briefly discuss open questions and partial results related to another important issue, initialization. Finding an initial feasible solution is necessary to initialize any numerical method for solving optimal control problems, but this becomes a non-trivial task when inequality constraints are involved.

### 4.2 Virtual Boundary Arcs

### 4.2.1 The Heat Equation Problem

Consider an insulated metal rod of length $\pi$ meters that is heated at both ends for a period of 5 hours. Suppose that we are able to apply heat in precisely measured quantities at each end and suppose that we want to minimize the total heat output along the rod while keeping the temperature at a point $x$ meters from the left end of the rod at time $t$ hours higher than $g(x, t)$.

Let $u(x, t)$ be the temperature at point $x$ at time $t$ and let $v_{0}, v_{\pi}$ be the heat applied at each end. Then the problem can be represented mathematically as

$$
\begin{align*}
& \min J\left(u, v_{0}, v_{\pi}\right)=\int_{0}^{\pi} \int_{0}^{5} u(x, t)^{2} d t d x+\int_{0}^{5} q_{1} v_{0}^{2}(t)+q_{2} v_{\pi}^{2}(t) d t  \tag{4.12a}\\
& u_{t}=u_{x x}  \tag{4.12b}\\
& u(0, x)=u_{0}(x)  \tag{4.12c}\\
& u(t, 0)=v_{0}(t)  \tag{4.12d}\\
& u(t, \pi)=v_{\pi}(t)  \tag{4.12e}\\
& u(x, t) \geq g(x, t) . \tag{4.12f}
\end{align*}
$$

We will approximate the PDE control problem (4.12a)-(4.14) by an ODE problem by partitioning the rod into $N$ equal intervals. The values of $N$ we will discuss here would be much too small if our goal were to solve the PDE problem as accurately as possible. However, our primary interest in this problem is that this approximation gives rise to a family of similarly structures ODE control problems with constraints whose order depends on $N$ and can be arbitrarily high. We will show that SOCS is able to solve these problem for values of $N$ that result in a high order. As for the original PDE problem, it is interesting to note that the solution changes very little for $N>10$ (see Figure 4.2.)

We let $x_{i}=i \frac{\pi}{N}$ and let $u_{i}(t)$ be an approximation to $u\left(t, x_{i}\right)$ for $i=1, \ldots N-1$. We let $\delta=\frac{\pi}{N}$, assume $u_{0}=v_{0}$ and $u_{N}=v_{\pi}$ with $u_{0}, u_{N}$ the new controls and approximate $u_{x x}$ using centered differences. Finally, we approximate the $x$ integration in the original cost by the Trapezoid method, obtaining the following problem

$$
\begin{align*}
& \min \frac{\delta}{2}\left(\int_{0}^{5} u_{0}^{2}(t)+u_{N}^{2}(t)+\sum_{i=1}^{N-1} 2 u_{i}(t)^{2} d t\right)+\int_{0}^{5} q_{1} u_{0}^{2}(t)+q_{2} u_{N}^{2}(t) d t  \tag{4.13a}\\
& u_{1}^{\prime}=\frac{1}{\delta^{2}}\left(u_{2}-2 u_{1}+u_{0}\right)  \tag{4.13b}\\
& u_{i}^{\prime}=\frac{1}{\delta^{2}}\left(u_{i+1}-2 u_{i}+u_{i-1}\right), \quad u_{i}(0)=u\left(0, x_{i}\right), \quad i=2, \ldots, N-2  \tag{4.13c}\\
& u_{N-1}^{\prime}=\frac{1}{\delta^{2}}\left(u_{N}-2 u_{N-1}+u_{N-2}\right)  \tag{4.13d}\\
& 0 \geq g_{i}=g\left(x_{i}, t\right)-u_{i}(t), \quad i=0, \ldots, N . \tag{4.13e}
\end{align*}
$$

We take $g$ to be

$$
\begin{equation*}
g(x, t, a, c)=c \sin x \sin \left(\frac{\pi t}{5}\right)-a . \tag{4.14}
\end{equation*}
$$

If the values of $a, c$ are clear from the discussion, we shall omit them from the notation.
We also take $q_{1}=q_{2}=10^{-3}$ which is typical of the situation where the control weight is really for numerical regularization. The symmetry in the cost and dynamics
when $q_{1}=q_{2}$ means that the optimal controls $u_{0}$ and $u_{N}$ are equal. We will speak of the optimal control and only plot one of them in the discussion that follows. We also take the initial temperature profile to be zero, $u(0, x)=0$.

### 4.2.2 Numerical Results

Fixing $c=1, a=0.7$, we solve this problem numerically using SOCS for different values of $N$. Figure 4.1 displays the profile for $N=10$ and Figure 4.2 shows the control for $N=10,31$. The pictures vary very little once $N>5$.


Figure 4.1: Optimal state $u(x, t)$ for problem (4.13) with $N=10$.


Figure 4.2: Optimal control for problem (4.13) with $N=10$ and $N=31$.

We are interested in the relationship between the solution profile and the constraints. Our numerical experiments show that, when $N$ is even, the only constraint active anywhere on the time interval is $g_{N / 2}$. Similarly, when $N$ is odd, the only active constraints are $g_{(N-1) / 2}$ and $g_{(N+1) / 2}$. So the problem is equivalent to a problem with a single constraint of order $N / 2$ (or two constraints of order $(N-1) / 2$ ). Figure 4.3 shows $g\left(x_{N / 2}, t\right)$ and $u_{N / 2}(t)$ for the case $N=10$ where $N / 2=5$ is odd and greater than 1. However, the figure appears to show a smooth transition onto the
constraint surface, riding the surface (a boundary arc), and then a departure. Does this contradict the result in [24]?


Figure 4.3: $u_{N / 2}(t)$ and $g\left(x_{N / 2}, t\right)$ for problem (4.13) for $N=10$.

If we look more closely, it turns out that the results are not that simple. Figure 4.4 shows the central section of $g_{N / 2}$ for $N=10,31$. The graph for $N=31$ has been displaced upward to make comparison easier. Both graphs show spikes at either end. They are rather small, of height only about $10^{-6}$, but this value is well above floating point error, which is $10^{-8}$. In the middle, we see many smaller spikes and notice that the two curves look like noisy copies of the same curve. To get an even better idea of the size of the constraint deviations, we rescale the central portion of $g_{N / 2}$. Let $w(v)=\operatorname{sign}(v)|v|^{1 / 6}$. The curve in Figure 4.5 is $w\left(g_{N / 2}\right.$ for $N=10$ and the horizontal lines are $w\left(10^{-k}\right)$ where $k=5,6,7,8,9$.

To understand this phenomenon even better, let us modify the constraint. We keep $N=10, c=1$ but allow $a$ to increase from its default value of 0.7 . That is, we
lower the constraint surface. When $a$ reaches 1 , the solution is just $u=0$ and the cost is zero. Figures 4.6 and 4.7 show $g_{N / 2}$ for $a=0.7,0.9,0.9$ and $a=0.9,0.925,0.95$ respectively. We notice that the interval where $g_{N / 2}$ is very small is shrinking as expected, but the pattern of oscillations remains the same. As the constraint is lowered even further, the smaller oscillations disappear, and only three, two, then one touchpoint remain.

Interestingly enough, others have tried to solve this problem (with the original parameter values) using an indirect method, and failed. In [4], index reduction was used to reformulate a set of optimality conditions for the problem (4.13) as a lowindex boundary value problem. The authors assumed a boundary arc in the solution, and the boundary value problem, formulated for different values of $N$, all even, was passed to SOCS. Solutions were obtained for $N=4$, but not for any $N>4$. Note that when $N=4$, the order of the problem appears to be 2 which is even, but when $N=6$, the order is 3 which is odd and greater than 1 .


Figure 4.4: Constraint deviation for problem (4.13) for $N=10,31$.


Figure 4.5: Rescaled constraint deviation for problem (4.13), for $N=10$.


Figure 4.6: Constraint deviation for problem (4.13) for $N=10, a=0.7,0.8,0.9$.


Figure 4.7: Constraint deviation for problem (4.13), for $N=10, a=0.9,0.925,0.95$.

### 4.2.3 Discussion

What is the significance of these numerical results, and how do they match up with existing theoretical and numerical results?

First of all, looking at Figures 4.1, 4.2 and 4.3, we see that a direct transcription algorithm (SOCS) appears to be successful in solving the problem (4.13a)-(4.13), arriving, within a very reasonable amount of time, at a solution that "makes sense" as an approximation to the optimal solution to the original PDE problem (4.12a)(4.12f), even though we don't know the optimal solution to this PDE problem.

We also notice that the problem is equivalent to a problem with a single constraint of order $N / 2$ or two constraints of order $(N-1) / 2$ depending on whether $N$ is odd or even. Using this observation and the symmetry in the problem when $q_{1}=q_{2}=q$, we can rewrite it in the form given in [24]. For $N$ even, it is

$$
\begin{align*}
& \min u_{N / 2+1}  \tag{4.15a}\\
u_{1}^{\prime}= & \frac{1}{\delta^{2}}\left(u_{2}-2 u_{1}+u_{0}\right)  \tag{4.15b}\\
u_{i}^{\prime}= & \frac{1}{\delta^{2}}\left(u_{i+1}-2 u_{i}+u_{i-1}\right), \quad i=2, \ldots N / 2-1  \tag{4.15c}\\
u_{N / 2}^{\prime}= & \frac{2}{\delta^{2}}\left(u_{N / 2-1}+u_{N / 2}\right)  \tag{4.15d}\\
u_{N / 2+1}= & \left(1+\frac{2 q}{\delta}\right) u_{0}^{2}(t)+2 u_{N / 2}^{2}+4 \sum_{i=1}^{N / 2-1} u_{i}(t)^{2}  \tag{4.15e}\\
0 & \geq g(\pi / 2, t)-u_{N / 2}(t) . \tag{4.15f}
\end{align*}
$$

This problem is in Mayer form as required by (A1), has a scalar control $u_{0}$ and a scalar constraint (4.15f) as required by (A2), which is a function of $u_{N / 2}$ only and is order $N / 2(\mathrm{~A} 3)$. The right hand side of the differential equations (4.15b)-(4.15d) is a simple linear function, continuously differentiable $N / 2+1$ times in $u_{0}$ as well as $u_{1}, u_{2}, \ldots u_{N / 2}$ as required by (A5).

For $g$ given by (4.14), the constraint (4.15f) takes the form

$$
\bar{g}(u, t)=\sin \left(\frac{\pi t}{5}\right)-0.7-u_{N / 2}(t) .
$$

Since the sine function is infinitely differentiable, we know that $\bar{g}(N-1)$ exists as required by (A7). On the other hand $\bar{g}^{(N / 2)}=\sin ^{(N / 2)}\left(\frac{\pi t}{5}\right)-u_{2}+2 u_{1}-u_{0}$ and $\nabla_{u_{0}} \bar{g}^{(N / 2)}=-1 \neq 0$ as required by (A9). Given the convexity of $f$, (A6) is safe to assume by coercivity (see Definition 2.2 and discussion in Section 2.4.1). (A4) and (A8) are the hardest to verify but notice that the control is Figure 4.2 appears smooth.

So assuming that this problem satisfies all the assumptions in Theorem 4.3 we know that the solution cannot have a boundary arc when $N>4$ and $N / 2$ is odd. Thus the result in [4] makes sense. SOCS could not find a solution to the optimality conditions assuming a boundary arc because a solution did not exist.

Finally, notice that the solution near the constraint boundary becomes better behaved as the constraint is lowered (Figures 4.6 and 4.7). By lowering the constraint, the cost of staying above the boundary is reduced. Intuitively, when the cost structure forces the solution close to a boundary arc that is theoretically impossible, the BVP formed by the optimality conditions becomes very ill-conditioned, making the problem unsolvable by indirect methods. However, a direct transcription method is able to resolve the problem to a high degree of accuracy by introducing small oscillations which grow smaller in size and greater in number as the cost of staying away from the boundary is increased. In essence, direct transcription is able to regularize the problem by ignoring ill-conditioned parts of the optimality conditions.

Conditioning of the heat equation problem was studied in some detail in [25]. However, with a problem as large as this, analysis can only be carried so far. We will now present a smaller example which exhibits behavior very similar to that of the heat equation problem. Because this is a smaller problem with fixed order, we
are able to do some theoretical calculations and demonstrate the effects of the illconditioning on our ability to solve a problem with a "virtual boundary arc". We are also able to produce some interesting graphs that, even more clearly than Figures 4.6 and 4.7, demonstrate what happens as the solution is forced closer and closer to the constraint.

### 4.2.4 Example Problem

Consider the problem

$$
\begin{gather*}
\bar{J}=\min _{v} \frac{1}{2} \int_{0}^{1} \rho\left(x_{1}-1\right)^{2}+u^{2} d t  \tag{4.16a}\\
x_{1}^{\prime}=x_{2}, \quad x_{1}(0)=0=x_{1}(1)  \tag{4.16b}\\
x_{2}^{\prime}=x_{3}, \quad x_{2}(0)=1=-x_{2}(1)  \tag{4.16c}\\
x_{3}^{\prime}=u, \quad x_{3}(0)=2=x_{3}(1)  \tag{4.16d}\\
x_{1}(t) \leq L \tag{4.16e}
\end{gather*}
$$

where $\rho \geq 0$ and $1 \geq L>0$.
For the case $\rho=0$, the problem (4.16) is studied in [24], where it is demonstrated that the constraint is 3 rd order and exact optimal solutions are found for ranges of $L$ values.

We solve the problem with SOCS for $L=0.134$ and different values of $\rho$. For $\rho=0$ and $10^{4}$ the solution appears to have two touchpoints (Figure 4.8.)

As $\rho$ approaches $5 \times 10^{4}$, the solution starts to exhibit an apparent boundary arc. To examine the solution behavior near the constraint more closely, we use expansion functions

$$
\begin{equation*}
\mathcal{F}_{K}\left(x_{1}\right)=0.134\left(\frac{x_{1}}{0.134}\right)^{K} \tag{4.17}
\end{equation*}
$$



Figure 4.8: $x_{1}$ (left) and control $u$ (right) for $\rho=0$ (top) and $\rho=10000$ (bottom.)
which compress the graph away from 0.134 and greatly expand it near 0.134 . The amount of compression and expansion increases with $K$. Applying $\mathcal{F}$ with $K=$ $5 \times 10^{2}, 5 \times 10^{4}, 5 \times 10^{4}, 2 \times 10^{7}$ to the problem with $\rho=5 \times 10^{4}, 10^{5}, 1.5 \times 10^{5}, 3 \times 10^{5}$ respectively we see the number of touchpoints increase from two to three to four to five to at least seven (Figures 4.9-4.12). It is interesting to note that while $\bar{J}$ increases with $H, \int_{0}^{1}\left(x_{1}(t)-1\right)^{2} d t$ stays almost constant around 0.798 .


Figure 4.9: Example problem with $\rho=5 \times 10^{4}$, plots of $x_{1}$ (top left), control $u$ (top right), and $\mathcal{F}_{500}\left(x_{1}\right)$ (bottom.) Number of touchpoints: 3 .


Figure 4.10: Example problem with $\rho=10^{5}$, plots of $x_{1}$ (top left), control $u$ (top right), and $\mathcal{F}_{50000}\left(x_{1}\right)$ (bottom.) Number of touchpoints: 4.


Figure 4.11: Example problem with $H=1.5 \times 10^{5}$, plots of $x_{1}$ (top left), control $u$ (top right), and $\mathcal{F}_{50000}\left(x_{1}\right)$ (bottom.) Number of touchpoints: 5 .


Figure 4.12: Example problem with $H=3 \times 10^{5}$, plots of $x_{1}$ (top left), control $u$ (top right), and $\mathcal{F}_{20000000}\left(x_{1}\right)$ (bottom.) Number of touchpoints: $>7$.

### 4.2.5 Theoretical Result

We have demonstrated that the example problem, like the heat equation problem, exhibits "virtual boundary arcs". Next, we will further examine the issue of using indirect methods to solve virtual boundary arc problems. In order to even consider the use of an indirect method on a problem like this one, one must have at least an upper bound on the number of touchpoints. As we have seen that can be difficult to determine even on a simple problem like (4.16), as the oscillations get smaller and closer together. We will now demonstrate that, even if the number of touchpoints could be determined, conditioning problems would prevent this type of problem from being successfully solved by an indirect method.

Let $t_{k}$ for $k=1, \ldots, n-1$, be the $k$ th point of contact between the solution and the constraint. Let $t_{0}=0$ and $t_{n}=1$. Writing down the optimality conditions of the form given in [24] for the example problem we have

$$
\begin{align*}
x_{1}^{\prime} & =x_{2}  \tag{4.18a}\\
x_{2}^{\prime} & =x_{3}  \tag{4.18b}\\
x_{3}^{\prime} & =u  \tag{4.18c}\\
\lambda_{1}^{\prime} & =-\rho\left(x_{1}-1\right)-\eta  \tag{4.18d}\\
\lambda_{2}^{\prime} & =-\lambda_{1}  \tag{4.18e}\\
\lambda_{3}^{\prime} & =-\lambda_{2}  \tag{4.18f}\\
0 & =\lambda_{3}+u \tag{4.18~g}
\end{align*}
$$

where $\eta=0$ if $x_{1}-L<0$ and $\eta \geq 0$ if $x_{1}=L$. In addition, we have the boundary conditions on $x$ and the junction conditions

$$
\lambda\left(t_{k}^{-}\right)=\lambda\left(t_{k}^{+}\right)+\zeta\left(t_{k}\right)\left[\begin{array}{l}
1  \tag{4.18h}\\
0 \\
0
\end{array}\right]
$$

at every point $t_{k}$, where the constraint is touched, where $\zeta\left(t_{k}\right)$ is non-positive. From (4.18h) we conclude that $\lambda_{2}, \lambda_{3}$ are continuous at $t_{k}$ but $\lambda_{1}$ can have a jump. Then from (4.18g) we have that $u$ is continuous and hence $x_{1}, x_{2}, x_{3}$ are continuously differentiable on the whole interval.

Let $y_{1}=x_{1}-L$. Let $y_{j}=x_{j}$ for $j=2,3$ and $y_{j}=\lambda_{j-3}$ for $j=4,5,6$. The optimality conditions on each subinterval $\left[t_{k}, t_{k+1}\right]$ (or more technically $\left[t_{k}^{+}, t_{k+1}^{-}\right]$), take the form $y^{\prime}=A y$ where

$$
A=\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \\
-\rho & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0
\end{array}\right]
$$

and some boundary conditions at $t_{k}^{+}, t_{k+1}^{-}$.
Thus the optimal solution on each subinterval $\left[t_{k}, t_{k+1}\right]$ can be written as $e^{A\left(t-t_{k}\right)} z[k]$, $k=0, \ldots, n-1$, where the $z[k]$ are constant vectors. For every touchpoint $t_{k}$, we have, by definition, $x_{1}\left(t_{k}\right)=L$ and, since the $x_{1}$ curve has a horizontal tangent at $t_{k}$ and is convex down, $x_{2}\left(t_{k}\right)=0$ and $x_{3}\left(t_{k}\right) \leq 0$. We can then define the remaining necessary conditions as

$$
\begin{align*}
& z[k]_{1}=z[k]_{2}=0 \text { for } k=1, \ldots, n-1  \tag{4.19}\\
& z[k]_{i}=\left(e^{A \delta_{k}} z[k-1]\right)_{i} \text { for } k=1, \ldots, n-1 ; i=1,2,3,5,6  \tag{4.20}\\
& z[k]_{4} \geq\left(e^{A \delta_{k}} z[k-1]\right)_{4} \text { for } k=1, \ldots, n-1 . \tag{4.21}
\end{align*}
$$

To find the exact solution we will need to guess $n$ and solve for $z[k]$, and doing so will necessarily entail inverting $B=e^{A \delta_{k}}$. The condition number of $B$ is $\kappa(B)=$ $\|B\|\left\|B^{-1}\right\|$. Numerical experiments done with Matlab (calculating $B$ for a fixed $\rho$
and different values of $\delta$ ) show that the first element in the fourth row is dominant. So, a lower bound on $\|B\|$ is given by $\left|B_{4,1}\right|=\left|e_{4,1}^{A \delta_{k}}\right|$. A calculation in Maple shows that

$$
\begin{aligned}
e_{4,1}^{A \delta_{k}}= & \frac{1}{6} h^{5}\left[e^{\frac{1}{2} h \delta_{k}}\left(\cos \left(\frac{\sqrt{3}}{2} h \delta_{k}\right)+\sqrt{3} \sin \left(\frac{\sqrt{3}}{2} h \delta_{k}\right)\right)\right. \\
& \left.+e^{-\frac{1}{2} h \delta_{k}}\left(\cos \left(\frac{\sqrt{3}}{2} h \delta_{k}\right)-\sqrt{3} \sin \left(\frac{\sqrt{3}}{2} h \delta_{k}\right)\right)+e^{-h \delta_{k}}-e^{h \delta_{k}}\right] \\
= & \frac{1}{6} h^{5} e^{h \delta_{k}} Q\left(h \delta_{k}\right)
\end{aligned}
$$

where $h=\rho^{\frac{1}{6}}$. Looking at the graph of $Q(z)$ we see that it goes positive near 1.24 and is above 0.4 by 1.82 . Therefore

$$
\begin{equation*}
\|B\| \geq \frac{1}{15} \rho^{\frac{5}{6}} e^{h \delta_{k}} \text { if } h \delta_{k} \geq 1.82 \tag{4.22}
\end{equation*}
$$

For any matrix $S$ we have $\|S\| \geq|\lambda|$ where $\lambda$ is any eigenvalue of $S$. The matrix $A$ has six distinct eigenvalues, including $h$ and $-h$, so the eigenvalues of $B$ include $e^{-h \delta_{k}}$ and $e^{h \delta_{k}}$. Thus the same holds for $B^{-1}$ and we have

$$
\begin{equation*}
\left\|B^{-1}\right\| \geq e^{h \delta_{k}}, \quad\|B\| \geq e^{h \delta_{k}} \tag{4.23}
\end{equation*}
$$

Combining (4.22) and (4.23), we have

$$
\begin{equation*}
\kappa(B) \geq e^{2 h \delta_{k}} \tag{4.24a}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa(B) \geq e^{2 h \delta_{k}} \max \left\{1, \frac{1}{15} \rho^{\frac{5}{6}}\right\} \text { if } h \delta_{k} \geq 1.82 \tag{4.24b}
\end{equation*}
$$

Conditions (4.24a) and (4.24b) show that as $\rho$ increases, the problem becomes increasingly ill conditioned unless $h \delta_{k}$ stays bounded. But if $h \delta_{k}$ stays bounded with increasing $h$, then $\delta_{k}$ becomes small and the problem becomes ill-conditioned either because of the nearby touchpoints or for $k=0$ because of the very short interval and
nonzero boundary conditions on the left end. Conditions (4.24a) and (4.24b) describe the conditioning on a subinterval. Thus we have the optimality conditions for this problem become a very ill-conditioned boundary value problem for $\rho$ in the range considered here independent of the actual number of touchpoints. The conditioning of the overall problem is much worse if the number of subintervals also increases as $\delta_{k}$ decreases which seems to be what we observe computationally.

Thus we have demonstrated a definite advantage of using direct transcription methods on inequality constrained problems. Since direct transcription methods only resolve behavior that is numerically significant, it is able to produce a meaningful solution to problems with "virtual boundary arcs" in spite of the inherent conditioning problems.

### 4.3 Open Questions: Initialization

### 4.3.1 Monitor Functions

In this section we will consider using monitor functions, a method that is commonly applied to solving boundary value problems [1], to initialize a code like SOCS. Even in the absence of constraints, stiffness in the function $f$ or the lack of smoothness in the optimal control, as in, for example, with a bang-bang control, can result in a big difference between the properties of the original problem and the properties of a discretization of this problem on a coarse uniform grid. SOCS, which measures the accuracy of the solution by how close the behavior of the discretization approximates the behavior of the original problem, is then forced to refine the grid multiple times, resulting in finer and finer grids. Good grid refinement algorithms take care of this problem somewhat [7], but it still means more iterations to the grid refinement procedure and larger NLPs to work with at each iteration. One solution is a coarse but
nonuniform initial grid that takes into account the structure of the problem and the initial guess.

The advantage of monitor functions for this task is that they can be used when $f$ is a black box. The idea behind the algorithm, given in [6] is as follows:

1. Using a variable step integrator of fixed order $P$ with tolerance $10^{-R}$, integrate the system

$$
\begin{aligned}
& \frac{d x}{d t}=f(t, x, y(t, x)) \quad x\left(t_{0}\right)=\zeta \\
& \frac{d s}{d t}=\phi(t, x) \quad s\left(t_{0}\right)=0
\end{aligned}
$$

where $y(t, x)$ is the initial guess for $y$, supplied by the user. Suppose that the integration terminates at $t_{f}$ in $M$ steps and the value of $s$ at the final gridpoint is $s_{f}$.
2. Let MAXGRID,MINGRID be given and let $S$ be the tolerance desired for the initial guess and $Q$ be the order of the discretization used by SOCS (2 for Trapezoid and 4 for Hermite-Simpson). Set the number of nodes in the initial grid according to the formula (explained in [6]):

$$
N=\min \left\{M A X G R I D, \max \left\{M I N G R I D, M 10^{S / Q-R / P}\right\}\right\}
$$

and let

$$
s_{k}=s_{f} \frac{k-1}{N-1}, \quad k=1, \ldots, N
$$

3. Using a numerical integrator, integrate

$$
\begin{aligned}
\frac{d x}{d s} & =\frac{f(t, x, y(t, x))}{\phi(t, x)} \quad x(0)=\zeta \\
\frac{d t}{d s} & =\frac{1}{\phi(t, x)} \quad t(0)=t_{0}
\end{aligned}
$$

from 0 to $s_{f}$ and output $(x(s), t(s))$ at $s=s_{k}$ for $k=1, \ldots, N$.

Two types of monitor functions were considered by the authors of [6]:

$$
\phi(t, x)=\sqrt{\alpha+\sum_{i=0}^{m_{1}} \beta_{i} f_{i}(t, x)^{2}}
$$

and

$$
\phi(t, x)=\gamma+\left(\sum_{i=0}^{m_{1}} \beta_{i} f_{i}(t, x)^{2}\right)^{\omega}
$$

where

$$
\gamma=\frac{1}{t_{f}-t_{0}} \int_{t_{0}}^{t_{f}}\|f\|^{2 \omega} d t
$$

has to be determined by a separate integration.
The first monitor function with $\alpha=\beta_{i}=1$ is the arclength function. It equidistributes the nodes along the graph of $x$. The second monitor function, first suggested in [2] to minimize the error in linear interpolation, is proved in [6] to provide a lower residual error than the first one. Numerical experiments in [6] have demonstrated the usefulness of monitor functions on some example problems, but several issues still remain to be investigated before initialization routines based on monitor functions can be integrated into a package like SOCS.

### 4.3.2 Order Reduction

The method discussed in this section applies specifically to inequality constrained problems that are hard to initialize because the initial solution must satisfy all constraints.

One technique for dealing with problems that have high order constraints is order reduction. The constraint (equality or inequality) of order $p$ is differentiated $p$ times. Each differentiation produces additional boundary conditions and differential equations. The resulting system is a first-order DAE, easily solved for the states given any initial control values. There are several disadvantages to this approach:

- It requires differentiating the constraint function, i.e. additional work by the user or by a numerical integrator, often very difficult or even impossible if the constraint function is a "black box".
- Repeated integrations affect the accuracy of the result, so the optimal solution to the problem thus transformed may be very different from the optimal solution to the original problem
- The transformed problem is much larger than the original problem, so solving it takes a lot more time and computational resources.

However, what if we used order reduction for initialization purposes only? If all we are interested in is a feasible solution, accuracy is no longer as important. A numerical integrator can be used to transform the constraints and to solve the transformed problem for some value of the control. The result will then be transmitted to a direct transcription solver as an initial feasible solution to the original problem.

For a problem of the form (4.1) without final state constraints $(\phi=0)$ and a single scalar $p^{\text {th }}$ order inequality constraint the algorithm looks like this: rewrite $g(x) \leq 0$ as $g(x)+\frac{1}{2} \alpha_{0}^{2}=0$. From this, we get $\alpha_{0}\left(t_{0}\right)= \pm \sqrt{-2 g(\zeta)}$. Differentiating once, we get $g^{\prime}(x)+\alpha_{1} \alpha_{0}=0$, where $\alpha_{1}=\alpha_{0}^{\prime}$. From this, we get the boundary condition $\alpha_{1}\left(t_{0}\right)=-\frac{g^{\prime}(\zeta)}{\alpha_{0}\left(t_{0}\right)}$. We do this $p$ times, until the scalar control $u$ appears in the equation, so that in the end the problem (4.1) is transformed into

$$
\begin{equation*}
\min C\left(x\left(t_{f}\right)\right) d t \tag{4.25a}
\end{equation*}
$$

$$
\begin{align*}
x^{\prime} & =f(x, y)  \tag{4.25b}\\
\alpha_{i}^{\prime} & =\alpha_{i+1}, i=0, \ldots, p-1  \tag{4.25c}\\
x\left(t_{0}\right) & =\zeta  \tag{4.25d}\\
\alpha\left(t_{0}\right) & =\bar{\zeta}  \tag{4.25e}\\
0 & =g^{(p)}(x, u)+S_{p}(\alpha) . \tag{4.25f}
\end{align*}
$$

The constraint (4.25f) can then be used to solve for $u$ in terms of $\alpha$, so that what we have as a result is an unconstrained problem with a single control $\alpha_{p}$. Setting $\alpha_{p}$ to whatever we want, we can then simply integrate the equations (4.25b)-(4.25c) starting from $(x, \alpha)\left(t_{0}\right)=(\zeta, \bar{\zeta})$.

However, in practice it is not so simple. Some numerical experiments with using this approach done on a variation of the trolley problem (see Section 1.1) have demonstrated another problem that can arise when applying order reduction to difficult-tosolve inequality constrained problems - the resulting system of differential equations can be very stiff if we tried to solve it for a fixed $\alpha_{p}$.

But there are still other things that can be tried. For example, the initialization strategies built into SOCS or another software package can be used to find an initial solution $(x, u, \alpha)$ to the transformed problem (4.25). If there is any success with using this method on problems with smooth constraints described by inifintely differentiable functions like the trolley problem, there still remain many interesting questions regarding numerical differentiation and integration of "black box" constraints, the goal being of course to eliminate additional work on the part of the user.

Another side question would be finding a non-recursive formula for determinitng the coefficients of the polynomial $S_{p}(\alpha)$. For $p$ from 0 to 6 , the polynomial takes the
form

$$
\begin{aligned}
& S_{0}(\alpha)=1 / 2 \alpha_{0}^{2} \\
& S_{1}(\alpha)=\alpha_{0} \alpha_{1} \\
& S_{2}(\alpha)=\alpha_{1}^{2}+\alpha_{0} \alpha_{2} \\
& S_{3}(\alpha)=3 \alpha_{1} \alpha_{2}+\alpha_{0} \alpha_{3} \\
& S_{4}(\alpha)=3 \alpha_{2}^{2}+4 \alpha_{1} \alpha_{3}+\alpha_{0} \alpha_{4} \\
& S_{5}(\alpha)=10 \alpha_{2} \alpha_{3}+5 \alpha_{1} \alpha_{4}+\alpha_{0} \alpha_{5} \\
& S_{6}(\alpha)=10 \alpha_{3}^{2}+15 \alpha_{2} \alpha_{4}+6 \alpha_{1} \alpha_{5}+\alpha_{0} \alpha_{6}
\end{aligned}
$$

and $S_{p}$ is obtained from $S_{p-1}$ by a simple application of the chain rule. Whereas numerical differentiation should be used on $g$, applying it to $S$ would result in unnecessary loss of accuracy. It would be much better to append $S_{p}$ to $g^{(p)}$, which can only be done if we have a non-recursive formula for its coefficients.

In summary, using order reduction for initialization of high-order optimal control problems may not be feasible, and the results so far are not very encouraging. However, there are many things one could still try, and there are also some interesting questions arising from this problem. Some of them have to do with numerical integration and differentiation. Others, like the determination of the coefficients of $S_{p}(\alpha)$ belong to the realm of "pure math", and may very well have been pursued by someone in a completely unrelated field.

## Chapter 5

## Summary of Contributions

## Inequality Constrained Problems (Chapter 4)

Section 4.1 presents two results selected from among several papers studied by the author in connection with the project discussed in greater detail in Chapter 3. The results are restated to maintain uniformity of notation throughout the monograph and observations are made regarding the different assumptions and practical considerations.

The original material in Section 4.2 is based on work done by Dr. Betts, Dr. Campbell and the author in 2003. The heat equation problem was suggested by Dr. Campbell who also coined the term "virtual boundary arcs". The author's personal contributions include

1. Designing and implementing numerical experiments in SOCS for the heat equation problem (4.13a)-(4.13) as well as the example problem (4.16).
2. Designing the transformation functions $w(v)$ and $\mathcal{F}_{\mathcal{K}}$ which provide for a visualization of small oscillations exhibited by the solutions to both problems.
3. For the example problem which demonstrates the conditioning problem inherent
in problems with virtual boundary arcs, calculating the upper bounds on the condition number, (4.24a) and (4.24b).

Two papers were published based on the results of this research:

- J. T. Betts, S. L. Campbell, and A. Engelsone, Direct transcription solution of optimal control problems with higher order state constraints: theory vs. practice, Optimization and Engineering, to appear.
- J. T. Betts, S. L Campbell, and A. Engelsone, Direct transcription solution of inequality constrained optimal control problems, Proc. 2004 American Control Conf., Boston, 1622-1626.

Section 4.3 discusses the problem of initializing numerical algorithms for solving optimal control problems. The idea of using order reduction for initialization was suggested by the author, who worked on it independently in early 2004. Experiments in Matlab and SOCS showed the shortcomings of the approach originally adopted by the author. The section discusses possible solutions. Using monitor functions to initialize SOCS was a joint project of Dr. Campbell and a former student Mr. Kalla. In the spring of 2004, the author debugged, organized and rewrote some of the Matlab code written by Mr. Kalla and noted some numerical phenomena that had not been observed before.

## Equality Constrained Problems (Chapter 3)

Section 3.1 includes the authors observations about the lack of convergence results for equality constrained problems and notes which of the results in other chapters may be applicable to this case.

The results in Section 3.2, developed by Dr. Campbell, Dr. Betts and the author in 2004, challenge common thinking about control problems and convergence and extend
strong direct transcription convergence results to a class of problems that most other methods are unable to solve.

The proof of Theorem 3.2, which establishes equivalence between unconstrained problems and certain high-index equality constrained problems, is the author's as are the corollaries which extend prior convergence results to problems with "virtual index 1". However, the conjecture belongs to Dr. Campbell, who has also has provided a lot of guidance with the proofs.

Two papers were published on the subject of virtual index:

- A. Engelsone, S. L. Campbell, and J. T. Betts, Direct transcription solution of higher-index optimal control problems, Proc. IMACS World Congress on Scientific Computation, Paris, 2005.
- A. Engelsone, S. L. Campbell, and J. T. Betts, Direct transcription solution of higher-index optimal control problems and the virtual index, Applied Numerical Mathematics, to appear.

In addition, the author gave two presentations of these results,

- Direct Transcription Solution of Higher-Index Optimal Control Problems McMaster Optimization Conference: Theory and Applications, Hamilton, Canada, July 28-30, 2004
- Direct Transcription Solution of Higher-Index Optimal Control Problems IMACS World Congress on Scientific Computation, Paris, France, July 12-16, 2005


## Unconstrained Problems (Chapter 2)

Section 2.1 contains a detailed overview of existing convergence results for unconstrained problems. The author has restated and reformulated some of the results
to maintain consistency of notation and make them more easily accessible to practitioners. The section also introduces the issue of multiplier convergence which is the subject of the next section.

In spring of 2005, while running numerical experiments for example problems in Chapter 3, the author noticed the discrepancy between the theoretical result (reproduced here as Theorem 2.5) and the multiplier estimates provided by SOCS for the Trapezoid and Hermite-Simpson discretization methods. The author then designed numerical experiments using SOCS and Maple and talked to Dr. Betts, our contact at SOCS, at length about the SOCS procedures for estimating multipliers. The author eventually discovered the reason for the discrepancy and demonstrated it through numerical experiments.

Finally, the author proved Theorem 2.6, which shows that multiplier convergence for the Trapezoid method depends on the particular implementation of the method. The theorem states that the multipliers obtained from the compressed version of the method implemented in most codes are only 1st order accurate at the gridpoints, however, a simple interpolation (currently being implemented in SOCS) is sufficient to produce multiplier values that are 2 nd order accurate. The theorem also states that the controls obtained from any implementation of the Trapezoid method are 2nd order accurate on the inside gridpoints. This is the only result known to the author that establishes higher order control convergence for a commonly used discretization method. All these results are presented and discussed in Section 2.2.

The one currently published paper

- A. Engelsone, S. L. Campbell, and J. T. Betts, Order of convergence in the direct transcription solution of optimal control problems, Proc. IEEE Conf. Decision Control - European Control Conference, Seville, Spain, 2005.
discusses the literature and notes the discrepancy between earlier theory and numerical results for both Trapezoid and Hermite-Simpson but does not include Theorem 2.6. The paper
- A. Engelsone and S. L. Campbell, Adjoint Estimation using Direct Transcription Multipliers: Trapezoidal Method,
which has been submitted for publication, includes more numerical results on Trapezoid method and Theorem 2.6. The author also hopes to have a theoretical result for the Hermite-Simpson method, discussed here in detail in Section 2.3, in the near future.
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